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VOLUME I   STANDARD AUTOMATED MATERIEL MANAGEMENT SYSTEM (SAMMS)



PART 3     SYSTEM SUPPORT AND CONTROL



CHAPTER 4  RECOVERY RESTART PROCEDURES



SECTION 1  INTRODUCTION







1.1  GENERAL



  a.  This chapter provides both general and detailed descriptions of the SAMMS recovery/restart facilities.  Sections 2 and 3 are recommended for those who require a general understanding of the facilities.  Sec-tion 2 is a discussion of recovery/restart concepts, and section 3 is a general description of recovery/restart in SAMMS.



  b.  The remaining six sections provide more detailed information about specific restart problems.  Section 4 covers some general considerations which apply to all the SAMMS recovery/restart facilities.  Included in this section is a detailed description of Backup/Restart, a utility which is employed in all three levels of restart.  Sections 5, 6, and 7 describe in detail each of the three levels of recovery/restart which are available in SAMMS.

�SECTION 2  RECOVERY/RESTART CONCEPTS







2.1  GENERAL



  a.  The ability to recover from any kind of error, whether it is a system hardware or software failure, or a data error, is a basic part of the design of any data processing system.  In small sequential systems the recovery procedure is usually to restart from the beginning and re-process the data.  However, in many systems such a simple approach is impractical or even impossible because of the large amount of rerun time required, and the extensive use of random file organizations and sophis-ticated programming techniques.  To continue to provide adequate protec-tion for these systems, recovery techniques have had to become more elaborate.  



  b.  In SAMMS, it has been necessary to develop fairly elaborate re-start facilities.  Two overall design objectives have guided this de-velopment:



    (1) The need to make system restart both comprehensive and easy to operate.



    (2) The requirement to keep recovery and rerun time to a minimum.



2.2  DATA INTEGRITY



  The principle function of any recovery procedure is to maintain the integrity of data which has been processed (and is now obsolete), but which may be required again if a particular process has to be rerun.  The method used to accomplish this varies, depending on the data set's organization.



  a.  Sequential data sets can use tape, data cell, or disk for storage media.  Since the update in place function for sequential data sets is not utilized in SAMMS, data integrity can be achieved by retaining a copy of the entire data set for some practical length of time.  The DSAC utility UTAU09 (MINIDUMP) can be used to dump disk or data cell data sets to tape for storage.



  b.  Direct and indexed sequential data sets use data cell or disk as a storage medium, and records can be updated-in-place, deleted or added.  Providing Backup for these data sets involves two actions.  



    (1) There is the requirement to retain a complete copy of the data set.  Usually this copy is written on tape using UTBI06 for dumping/re-storing indexed sequential data sets, and UTAU02 (SMARTDMP) for dumping/ restoring direct data sets.



    (2) It is necessary to retain a copy of each logical record which has been changed, updated, deleted, or added.  The SAMMS Backup/Restart facility is used both to retain a copy of each changed record and to restore them to their original form.

�  c.  System/control data sets are the third type which is involved in the retention process.  In SAMMS the SYSCTLG and PPP data sets are in this category.  The Control Information Retain/Restore program (CIRR) is used both to save (copy onto disk) these data sets at the beginning of each job and selected job steps, and, when necessary to restore them to their original form.



NOTE:  It should be noted that these data set retention programs must be used in a fully integrated mode of operation.  Both the retain and the restore processes must be carefully coordinated if they are to be effec-tive.  The details of this coordination are fully covered in other sec-tions of this chapter.

�SECTION 3  SAMMS RECOVERY/RESTART FACILITIES







3.1  GENERAL



  a.  In SAMMS there are three supported recovery levels.  This section provides a general description, and sections 5, 6, and 7 provide detailed descriptions and examples, of each level.



  b.  These are the only approved recovery/restart procedures supported by DSAC.  Restarting with locally improvised methods is not recommended.  If, however, in a given situation such local restart procedures are going to be used, they should be reviewed by DSAC.



3.2  CHECKPOINT/RESTART



  Checkpoint restart is the lowest level recovery/restart technique available in SAMMS.  It allows the user to restart at certain points within a job step rather than returning to the beginning of the step and reprocessing all the data already processed.



  a.  The Checkpoint Operation.



    (1) Checkpoint/Restart is the basic element in this restart  level.  The checkpoint function records a dump (to tape or disk) of the progra-mmer's main storage area and certain system control information.  In SAMMS functional programs this normally occurs approximately 30 minutes after the program begins execution and every 30 minutes thereafter.



    (2) This procedure, based on an elapsed time interval is modified somewhat in those SAMMS programs which contain a Sort.  The Sort program will override the elapsed time criterion and will cause a Checkpoint to be taken at certain essential points required by the logical design of the Sort.  Thus, when a Sort program is processing, Checkpoints may be taken more frequently than the standard interval.  The Checkpoints that are recorded are identical in all other respects.



    (3) There are also certain modifications to this procedure in some of the programs which create indexed sequential data sets.  Again, the Checkpoints which are taken are identical; only the interval at which they are taken is different.



    (4) Section 9 indicates which SAMMS programs utilize Checkpoint/ Restart and which ones contain a Sort.



  b.  The Restart Operation.



    Restarting a checkpoint is a four step process:



    (1) DSAC utility UTSA25 is executed to uncatalog any data sets created and cataloged by the termination of this step, and to scratch any data set extents which were written on another volume after the Checkpoint.  The conditional disposition subparameter in the disposition parameter of the DD card cannot be used for the uncataloging action because of conflicts with the requirements of CIRR. 



    (2) The restore function of Backup/Restart must be executed to re-verse any changes made to indexed sequential or direct data sets since the Checkpoint was taken.

�    (3) The cause of the failure must be corrected.  For example, there may be invalid data which must be corrected.



    (4) The restart function of Checkpoint/Restart must be executed.  This will reposition the data sets to the record being processed when the Checkpoint was taken and will reload core storage, and the system control information as they were at the time of the Checkpoint.  Re-execution of the program starts at the point immediately following the CALL for the CHKPT subroutine.



3.3  JOB/STEP RESTART



  Job/Step Restart, using CIRR, is the intermediate recovery level in SAMMS.  It provides the ability to restart at the beginning of any job, or any preselected step within the job.



  a.  The Retain Operation.



    CIRR is the basic program needed for a restart at this level.  The retain function of this program saves a copy of the SYSCTLG and PPP data sets.  It is executed in the first step of every SAMMS job, and at the beginning of other selected steps within the job.  Section 9 of this chapter lists those job steps which include this function.



  b.  The Restore Operation.



    Job restart and step restart are essentially the same, differing only in that with job restart, the entire job including the first step, is rerun.  Rerunning this first step will rebuild the schedule record, and reexecute both the shared DASD monitor (UTC106) and CIRR.  Step re-start will restore the schedule record as it existed at the save point, and the Process Control/Monitor will restart the job at the step which is associated with the save point used in the recovery/restart process.



  c.  Restart at the Job/Step level is a three step process:



    (1) First, reverse any changes made to indexed sequential or direct data sets since the beginning of the step to which you are restoring.  This is accomplished by executing the restore function of Backup/Re-start.



    (2) The cause of the failure must be corrected.  For example, there may be invalid data which must be corrected.



    (3) Execute the restore function of CIRR.  This will restore the se-quential data sets to their condition before the original execution of the step being restarted.  Any data sets created and cataloged since that step will be scratched and uncataloged, any data sets which have been uncataloged since that step will be recataloged.  The system counts (PPP) and the schedule record will be restored and execution will resume.

�3.4  SYSTEM DUMP/RESTORE



  a.  This is the highest recovery level in SAMMS.  It provides the ability to fully restore SAMMS data sets.  This may be necessary when a job has to be rerun after the DISPOSE step for that job has completed and some data sets required for a step restart have been scratched.  There are three dump/restore utility programs which make up the system dump/restore facility.  At certain logical points within the Center's schedule, these programs are used in the dump mode to copy all the data sets on the one or two SAMM Systems to tapes.  For those installations which have two systems, this must be done at the same time on both systems.



  b.  In a full system restore, all the data sets on the system(s) are restored at the same time, using the same dump point.  Any data pro-cessed since the dump point must be reprocessed.  This can be a very time-consuming process, and it should be avoided if possible.  Some alternatives which involve only partial restoration and are less time consuming, are described in sections 5, 6, and 7 of this chapter.

�SECTION 4  GENERAL RECOVERY/RESTART CONSIDERATIONS







4.1  GENERAL



  This section describes JCL conventions which must be followed to avoid conflict between Checkpoint restart and job/step restart and discusses in detail the operations of the Backup/Restart functions.



4.2  JCL REQUIREMENTS



  a.  Job/Step restart requires that all data sets allocated by the step which is to be restarted (and by all subsequent steps which are to be rerun) must be deleted before the restart is attempted.  A restart from a Checkpoint, however, requires that all such data sets remain allocated but not cataloged.  This conflict has been overcome by establishing certain JCL conventions.



  b.  Two restart programs, CIRR and UTBA25, are dependent upon strict adherence to these conventions.  CIRR is used to create the proper en-vironment for a job/step restart, and UTBA25 is used to do the same thing for a Checkpoint restart.  These programs are described in detail in sections 6 and 5 respectively.  The JCL conventions are described below:



    (1) The sort work data sets must have for their disposition:



      DISP=(NEW,KEEP)   for tape.



      DISP=(NEW,DELETE,CATLG)  for disk.



    (2) All other data sets must be created with the following disposition:



      DISP=(NEW,CATLG)



These data sets are deleted by a DISPOSE step and control cards must be included in the step JCL for this purpose.



    (3) Temporary data sets names must not be used, instead the DSNAME= parameter must always be coded.



4.3  BACKUP/RESTART



  Backup/Restart refers to a group of programs developed by DSAC to pro-vide the capability to restore indexed sequential or direct data sets.  Each of the three recovery/restart levels utilizes Backup/Restart to provide the necessary integrity for these data sets.



  a.  The Retention Process.



    (1) In the retain function, a copy of each logical record which is changed, updated, added, or deleted is written to a generation data set on tape.  In the case of an updated or changed record, both the old and new versions of the record are written.

�    (2) To enable the user to associate a particular group of such Backup records with a particular segment of processing, these records are grouped by generation.  A new Backup data set is created each time a job step which uses the Backup/Restart facility is initiated and again each time a Checkpoint is taken in the job step.  These Backup data sets are generation data sets with a dsname of the following format:



      UTBACKUP.XydddVnn.GnnnnVnn



Where y is the year, ddd is the day, and nn (beginning at 01) is the number of times this index structure has been built in this calendar day.  GnnnnVnn is the standard OS/360 generation and version number.  Each time a new data set is created, so long as the two higher level qualifiers do not change, this generation number will be increased by one.



    (3) The fully qualified dsname appears on the console typewriter each time a new data set is created.  The message containing the data set name is as follows:



      UTBA10-01 BACKUP NAME IS UTBACKUP.XydddVnn.GnnnnVnn



This allows the user to easily associate these names with their corre-sponding steps or Checkpoints when preparing to use the restoration function of Backup/Restart.



  b.  The Restoration Process.



    The restoration function used these Backup records to reverse the original operations performed by the functional program.  There are two modes of operation:



    (1) Forward restoration begins processing with the oldest logical records found on the Backup data sets for each subject data set and proceeds to the newest records.  This mode of operation is used when a data set has been restored from a system dump and must be updated from that dump point to the current processing level.



    (2) Backward restoration begins processing with the newest logical records found on the Backup data sets for each subject data set and proceeds to the oldest records.  This mode of operation is used when a step fails and the user wishes to restore the data sets to an earlier point in time such as a Checkpoint or a save point. 



  c.  Control Cards.



    Control cards are required to specify the desired mode of operation and to indicate which Backup data sets are to be used in the restoration process.  The user may also specify through control cards that only selected direct or indexed sequential data sets are to be restored in the process.  These control cards, and the delimiter card are described below:



    (1) A control card is required to specify forward restoration.  Backward restoration may also be specified, or the program may be allowed to default to this option.  The control card is punched as follows:



      UTLUTBX11FORWARD or UTLUTBX11BACKWARD

�    (2) The generations of the Backup data sets to be used in the res-toration may be specified in any combination of the following four ways:



      (a) A particular generation may be specified with the control card:



        UTLUTBX11GDG=dsname.



      (b) The user can specify that the last generation only be used in the restoration with the control card:



        UTLUTBX11GDG=UTBACKUP.LASTMEMBER.



      (c) The restoration process can be directed to use all Backup data sets beginning with a specified data set and including all subsequent Backup data sets.  The control card for this option is:



        1.  UTLUTBX11GDG=dsname



        2.  Positions 40-44



        3.  TOEND 



      (d) The restoration process can be directed to use all Backup data sets beginning with a specified generation and ending at a specified newer generation including all consecutive generations in between.  The two highest level qualifiers in the dsname of this group of data sets must be identical.  The control card for this option is as follows:



        1.  UTLUTBX11GDG=dsname1



        2.  Beginning in pos. 40



        3.  TOdsname2



    (3) A control card(s) is required to specify which data set(s) is/ are to be restored.  If no card of this type is submitted, all data sets with Backup records on the Backup data sets will be restored.  Control card(s) is/are punched as follows:



      UTLUTBX11DS=dsname.



    (4) When a backward restoration is being performed as a step in the Checkpoint restart procedure the following control card is required:



      UTLUTBX11UNCATALOG.



This will cause the generation data sets used in this restore process to be uncataloged.



    (5) The last control card required is the delimiter statement.  Its format is:



      UTLUTBX11END.



  d.  JCL Requirements.



    In addition to the control cards described above, the following JCL cards are required.

�    (1) A standard JOB card.



    (2) An EXEC card as follows:



      //stepname  EXEC PGM=UTBX11,PARM='CORE=nnnnnn,XXXX



Where nnnnnn is the amount of core to be allocated to the sort phase of the restore process.  The recommended minimum value is 100000.



    (3) One DD card to define all the Backup data sets:



      //UTBX1302  DD UNIT=(TAPE,2,DEFER)



                  or



      //UTBX1302  DD UNIT=(TAPE,,DEFER),VOL=(,,,20).



    (4) Two DD cards to define working data sets used as output for UTBX11 and UTBX14 respectively:



      //UTBX1301   DD   DSN=UTBX1301,UNIT=TAPE,DISP=(,KEEP)



                          and



      //UTBX1401   DD   DSN=UTBX1401,UNIT=TAPE,D=SP=(,KEEP)



    (5) The DD cards to define the sort work areas:



      //SORTWKnn   DD   UNIT=TAPE,DISP=(NEW,DELETE)



Where nn begins at 01 and increases consecutively by one.  Generally six sort work data sets are defined.



    (6) One DD card for each data set being restored:



      //UTBXnnn   DD  DSN=dsname,DISP=SHR



Where nnn is any valid three-digit number.



    (7) A DD card defining SORTLIB:



      //SORTLIB   DD  DSN=SYS1.SORTLIB,DISP=SHR



    (8) Three DD cards for printed output:



      //SYSUDUMP   DD   SYSOUT=A

      //SYSPRINT   DD   SYSOUT=A

      //SYSOUT     DD   SYSOUT=A



    (9) A DD card to read in the control cards:



      //UTBX1101   DD   *



The control cards described above follow this card and are followed by a standard OS delimiter card:



      /*

�  e.  Console Messages.



    During the restoration process certain informational messages are issued.  The System Manager should check these messages to be sure that the restoration was successful.  These messages are described below:



    (1) A message will be issued to indicate that either forward or backward restoration will occur.



    (2) A message will be issued to indicate which data sets are to be restored, or to indicate that all data sets are to be restored.



    (3) A message will be issued to indicate which generation(s) of Backup tape(s) will be processed.



    (4) A message will be issued which indicates which data sets have records on the Backup tape(s) being processed, and how many records are present for that data set on the Backup tape(s).



    (5) A message will be issued at the end of the restoration process indicating which data sets were restored, and if the restoration of each one was successful.



  f.  Other Processing Options.



      The Backup/Restart facilities offer several other processing op-tions.  These options can be very useful under certain conditions, but are not normally used in the restore operation.  For this reason they are not described in this chapter.  The user should refer to the refer-ence material for Backup/Restart indicated in section 8. 



  g.  Examples.



    Two examples of the use of Backup/Restart are provided in this sec-tion.  The first example is a forward restoration, and the second is a backward restoration.  Sample JCL and control cards are illustrated in both examples.  The situation which made this restore necessary is a failure in the fifth step of an eight-step job.  The step was updating one direct data set (UTRANDOM) and one indexed sequential data set (UTINXSEQ).  All other data sets are sequential.  Step five is preceded by a CIRR Save execution, and it also utilizes Checkpoint/Restart; how-ever, no Checkpoint was taken before the failure.  The step does not contain a Sort.



    (1) Example 1 - Forward Restoration:



      (a) This example begins with a partial system restore consisting only of the two data sets mentioned above.  The next step is a forward restoration of these two data sets using Backup/Restart to update them to the beginning of step five of this job.  The partial system restore is not illustrated; this example is only concerned with the forward restore after the system restore has been executed.



      (b) The last dump was taken a few hours earlier, and UTBX01 was run immediately after this dump to create a new index structure for the Backup data sets.  Thus, all Backup data sets created since this dump (UTBX01 has not been executed again) will have identical higher level qualifiers in their data set names (UTBACKUP.X0120V01), and the first generation created after the dump will be generation 0001, version 00.  �By examining the console typewriter sheet for step 4, it is found that the data set name for the last Backup data set created in that step was UTBACKUP.X0120V01.G0028V00.  By examining all the console typewriter sheets since the last dump, looking for those steps which created a generation or generations of the Backup tape, it is also determined that all 28 generations were created (no numbers were skipped) and are valid.



      (c) Next, an explanation of PROCLIB for the steps which utilized Backup/Restart shows that only four steps referenced one or both of the data sets which are to be restored, and that the generations of the Backup tape created by those steps were:



        UTBACKUP.X0120V01.G0008V00

        UTBACKUP.X0120V01.G0009V00     USSAMPL1

        UTBACKUP.X0120V01.G0010V00     Step 3  

        UTBACKUP.X0120V01.G0011V00



        UTBACKUP.X0120V01.G0018V00     USSAMPL5

                                       Step 2



        UTBACKUP.X0120V01.G0023V00     USSAMPL8

                                       Step 2

        UTBACKUP.X0120V01.G0026V00

        UTBACKUP.X0120V01.G0027V00     USSAMPL9

                                       Step 4



These are the data sets names which must be specified as input to Back-up/Restart to fully restore the two data sets in question.



      (d) A simpler way to specify which Backup data sets are to be used by the restore process is available.  All the Backup data sets created since the dump point can be requested and Backup/Restart will scan these for records pertaining to the two data sets being restored.



      (e) In preparation for the forward restoration, the Backup tapes on which these generations reside must be obtained from the storage library, and the two data sets being restored must be on line.  Also, the following JCL and control cards must be submitted:

�//SAMPLE JOB   MSGLEVEL=1,ETC.

//STEP1  EXEC  PGM=UTBX11,PARM='CORE=100000,XXXX'

//UTBX1301     DD DSNAME=UTBX1301,DISP=(,KEEP),UNIT=TAPE

//UTBX1401     DD DSNAME=UTBX1401,DISP=(,KEEP),UNIT=TAPE

//       VOLUME=SER=222222,SPACE=(CYL,(10,5))

//UTBX1302     DD UNIT=TAPE,VOL=(,,,20)

//UTBX001      DD DSNAME=UTRANDOM,DISP=OLD

//UTBX002      DD DSNAME=UTINXSEQ,DISP=OLD

//SORTWK01     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG)

//SORTWK02     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG) 

//SORTWK03     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG)

//SORTWK04     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG) 

//SORTWK05     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG)

//SORTWK06     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG) 

//SORTLIB      DD DSNAME=SYS1.SORTLIB,DISP=OLD

//SYSOUT       DD SYSOUT=A

//SYSPRINT     DD SYSOUT=A

//SYSUDUMP     DD SYSOUT=A

//UTBX1101     DD *

UTLUTBX11FORWARD

UTLUTBX11DS=UTRANDOM

UTLUTBX11DS=UTINXSEQ

UTLUTBX11GDG=UTBACKUP.X0120V01.G0008V00TOUTBACKUP.X0120V01.G0011V

UTLUTBX11GDG=UTBACKUP.X0120V01.G0018V00

UTLUTBX11GDG=UTBACKUP.X0120V01.G0023V00

UTLUTBX11GDG=UTBACKUP.X0120V01.G0026V00TOUTBACKUP.X0120V01.G0027V

UTLUTBX11END

�    (2) Example 2 - Backward Restoration:



      This example consists of a restoration of the two data sets in question using the backward restore mode of operation of Backup/Restart.  Again, the data sets are being restored to the beginning of step 5 of this job.



      (a) By examining the console typewriter sheet for step 5, it is determined from the message:



        UTBA10-01 BACKUP NAME IS UTBACKUP.X0120V01.G0029V00



that the Backup data set was opened.  Since restoration is to the begin-ning of the step, and this is the only generation created in this step, it is the only Backup data set which will be used in the restore process.  



      (b) In preparation for the restore operation the Backup tape with this generation should be on hand, and the two data sets being restored must be online.  Also, the following JCL and control cards must be sub-mitted.



//SAMPLE JOB    MSGLEVEL=1,ETC.

//STEP1  EXEC   PGM=UTBX11,PARM='CORE=1000000,XXXX'

//UTBX1301      DD DSNAME=UTBX1301,DISP=(,KEEP),UNIT=TAPE

//UTBX1401      DD DSNAME=UTBX1401,DISP=(,KEEP),UNIT=TAPE

//UTBX1302      DD UNIT=TAPE,VOL=(,,,20)

//UTBXD01       DD DSNAME=UTRANDOM,DISP=OLD

//UTBXD02       DD DSNAME=UTINXSEQ,DISP=OLD

//SORTWK01     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG)

//SORTWK02     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG) 

//SORTWK03     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG)

//SORTWK04     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG) 

//SORTWK05     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG)

//SORTWK06     DD UNIT=2314,SPACE=(CYL,(15),,CONTIG)

//SORTLIB      DD DSNAME=SYS1.SORTLIB,DISP=OLD

//SYSOUT       DD SYSOUT=A

//SYSPRINT     DD SYSOUT=A

//SYSUDUMP     DD SYSOUT=A

//UTBX1101     DD *

UTLUTBX11BACKWARD

UTLUTBX11GDG=UTBACKUP.LASTMEMBER

UTLUTBX11DS=UTRANDOM

UTLUTBX11DS=UTINXSEQ

UTLUTBX11END

�SECTION 5  CHECKPOINT RESTART 







5.1  CHECKPOINT RESTART TECHNIQUE



  Checkpoint/Restart is evoked by the functional program.  It saves a copy of the program's main storage area and certain system control in-formation, storing this checkpoint in a special preallocated disk data set.  The stored Checkpoint information can subsequently be used to re-start the program.



5.2  TAKING A CHECKPOINT



  The following is a description of the methods used to take Checkpoints and of the JCL required by Checkpoint/Restart:



  a.  Methods.



    The SAMMS implementation of Checkpoint/Restart provides three ways in which a Checkpoint may be taken:



    (1) Most SAMMS functional programs call a special Checkpoint sub-routine regularly at 30 minute intervals.



    (2) In programs which create indexed sequential data sets or which use work data sets in a particular fashion, the Checkpoint subroutine is evoked at certain logical points within the program (possibly in con-junction with a time interval).



    (3) When a functional program initiates a sort, the Checkpoints are taken by the Sort Program at logical points within its execution.  Checkpoints may be taken during the execution of a functional program by one or more of these methods.  However, if the program includes a Sort, only the third method described above will be utilized while the sort program has control.



  b.  JCL.



    (1) Checkpoint/Restart requires one to five preallocated sequential data sets in which to record the Checkpoint information.  The Check-point/Restart program will use these data sets in a rotating manner within each step.  It is recommended that at least three Checkpoint data sets be preallocated, and that each one is given a space allocation of three contiguous cyclinders.  The data sets may be allocated with the following JCL:



//JOB1    JOB   MSGLEVEL=1

//STEP1   EXEC  PGM=IEFBR14

//DS1     DD    DSN=dsname,SPACE=(CYL,(3),,CONTIG),DISP=(,CATLG)

//DS2     DD    DSN=dsname,SPACE=(CYL,(3),,CONTIG),DISP=(CATLG)

//DSn     DD    DSN=dsname,SPACE=(CYL,(3),,CONTIG),DISP=(,CATLG)



    (2) The JCL for each functional program which utilizes Checkpoint/ Restart must include DD cards to define the Checkpoint data set(s).  These DD cards are formatted as follows for each Checkpoint data set:

�      //SYSCHKn  DD  DSN=dsname,DISP=OLD,DCB=BLKSIZE=7294



Where n has a value from one to five (consecutively), corresponding to the number of Checkpoint data sets being defined.  The dsname must be the same dsname as was used when the Checkpoint data set was allocated.



    (3) In addition to these cards, the EXEC card for steps which initiate the Sort Program must be coded with:



      PARM='CKPT'



If it is desired that the Sort Program take Checkpoints.



    (4) Section 9 of this chapter provides a list of those programs which utilized Checkpoint/Restart and/or the Sort Program.  Each time the Checkpoint/Restart Program is evoked, a message will be generated with the following format:



      IHJ0041  jjj (ddn,utr,ser) CKPT checkid



where



  jjj  is the jobname.

  ddn  is the ddname of the Checkpoint data set used to record this 

       Checkpoint.

  utr  is the unit name where the data set is located.

  ser  is the serial number of the volume containing the data set.



    checkid is the unique name of this Checkpoint entry.



NOTE:  The message is generated regardless of the method used to evoke the Checkpoint/Restart program.



5.3  RESTARTING FROM A CHECKPOINT



  a.  A job step can usually be restarted from any Checkpoint taken within the step as long as that Checkpoint has not been written over by a later Checkpoint.  (For example, if there are three Checkpoint data sets defined for a step, the fourth Checkpoint will be written over the first Checkpoint.)  The only exception to this occurs when Checkpoints are taken by the Sort; some of these may not be usable for restart.  The first checkpoint taken by the Sort program is valid throughout the step.  Any subsequent Checkpoints taken by the Sort Program are valid restart points only if they are the latest one taken.  This restriction exists because of the manner in which work data sets are used by the Sort.



  b.  The Checkpoints taken by the Sort Program can be identified only by the position of the Checkpoint Message (IHJ0041) on the console, relative to the messages generated by the Sort Program.



5.4  SYSTEM REQUIREMENTS FOR A RESTART 



  The device configuration of the system at the time of restart need not be the same as it was in the original execution.  However, enough de-vices must be available to satisfy the needs of the job step being re-started.  The restart from a Checkpoint should be run on the original system unless the following restrictions can be satisfied on an alter-nate system:

�  a.  The OS/360 type (MFT) and release number are the same.



  b.  SYS1.SVCLIB must be the same as it was originally.



  c.  Resident access modules or resident modules from link library in use at the time of the Checkpoint must occupy the same storage locations as originally.



  d.  The main storage area and partition definition identical to the original area must be available.



  e.  The nucleus of the alternate system must be identical to the ori-ginal system.



5.5  DATA SET VARIATIONS/RESTRICTIONS



  a.  Miscellaneous JCL Requirements.



    (1) The restart step must have a DD statement corresponding to each DD statement present in the step in which the Checkpoint was taken, and the names of the DD statements must be the same as they were originally.  However, the restart step can contain additional DD statements.



    (2) If a data set is open at the time the Checkpoint is taken, the DD statements in the restart step must define the same data set.  The data set must not have been moved on the volume or onto another volume.  However, the user can request that additional space be allocated to the data set.



    (3) If a data set was not open when the Checkpoint was established and is not needed during the restart, the parameters used to define the data set can be replaced with the DUMMY parameter.



    (4) If the data following a DD * statement was present originally, the data as well as the delimiter (/*) may be omitted in the Restart deck.  The delimiter following a DD DATA statement may not be omitted.



    (5) All data sets used by the restart step must be kept; this in-cludes work data sets, and Sort work areas.  Prior to implementation of Checkpoint/Restart these data sets were marked for deletion at step termination, normal or abnormal.  For the sort work areas, and these only, the conditional disposition subparameter is used to specify that they are to be cataloged in the event of abnormal termination.  The other data sets should be cataloged and kept until the DISPOSE step.



    (6) The JCL statements and data in the steps preceding or following the restart step can be different from their original form, but any backward references must be resolvable.



    (7) The EXEC statement PGM and COND parameters, and the DD statement SUBALLOC and VOLUME=REF parameters must not be used in steps following the restart step if they contain values of the form stepname or step-name.procstepname, referring to a step preceding the Restart step.

�  b.  Generation Data Groups.



    When a Checkpoint is taken, the system records the bias table con-tents in the Checkpoint entry.  These contents are restored to the bias table when a deferred Checkpoint restart is performed.  Generation data groups created by the Restart step, and generation data groups created and cataloged in steps preceding the restart step can be referred to during the restart in the same way as they were in the original exe-cution.



  c.  Sequential Data Sets.



    (1) All sequential data sets allocated by the step being restarted must remain allocated and uncataloged for a Restart from a Checkpoint.  Any extents which were allocated to another volume after the Checkpoint used in the restart process was taken must be deleted.  UTBA25 is exe-cuted to perform these functions.



    (2) The Checkpoint/Restart program will reposition sequential data sets during its restart initialization process.



  d.  Direct and Indexed Sequential Data Sets.



    (1) Those direct and indexed sequential data sets which are protec-ted by SAMSAM Backup/Restart will be fully restored by this facility with no general exceptions.



    (2) There are some indexed sequential data sets in the Procurement Process which are not protected with Backup/Restart.  The programs which process these data sets without Backup/Restart are designed to be restartable without a restoration of the data sets.



  e.  SYSIN and SYSOUT Data Sets.



    (1) SYSIN Data Sets.  When restart from a selected Checkpoint occurs, a SYSIN data set (data following a DD * or DD DATA statement) is repositioned like any other data set.  The attributes (device type and blocking factor) of the SYSIN data set must be the same as the attri-butes used originally.



    (2) SYSOUT Data Sets.



      When Checkpoint restart occurs and a SYSOUT data set is open at the checkpoint, the data set written into during the restart is differ-ent from the data set used originally.  However, the attributes (device type and blocking factor) of the direct access must be the same as the attributes of the data set allocated originally.  The extents of the data set do not necessarily have to be the same as they were originally.

�5.6  JCL REQUIREMENTS FOR A RESTART



  The following JCL is required by the Checkpoint/Restart program to effect a restart:



  a.  The JOB statement must be coded with the RESTART parameter as follows:



    (1) Restarting with card JCL



    //jobname JOB MSGLEVEL=1, etc.,RESTART=(stepname,checkid)



                                      or



    (2) Restarting with cataloged JCL



    //jobname JOB MSGLEVEL=1,etc.,RESTART=(stepname.procedure-step-name,checkid) 



NOTE:  Stepname, refers to pos. 3- 10 of original execute statement of the input stream which executed the procedure.



The value for checkid comes from the message generated when the Check-point was taken.



  b.  A DD statement to define the data set which contains the Check-point being used for the restart must be included and must precede the first EXEC card and follow the JOBLIB card(s) if they are present.  This DD statement is formatted as follows:



    //SYSCHK  DD  DSN=dsname,DISP=OLD



The ddname in the message generated when the Checkpoint was taken can be used to associate the dsname with the Checkpoint data set.



5.7  RESTART PROCEDURES



  Restarting from a Checkpoint is a four-step process:



  a.  Execute Backup/Restart.  This is necessary only if Backup/Restart is utilized in this step.  Examine the console output for a message with the following format:



    UTBA10-01 BACKUP NAME IS UTBACKUP.XydddVnn.GnnnnVnn



If this message has been generated, Backup/Restart must be executed.  Section 4 of this chapter provides a detailed description of a restore operation using Backup/Restart.  The uncatalog option of Backup/Restart must be used when backward restoring for a restart from a Checkpoint.  This will cause the generation(s) of the Backup data set(s) which is used in the restore process to be uncataloged.



  b.  Correct the cause of the problem.  Due to the nature of Check-point/Restart, corrective actions are very limited.  The most common of these operations and the general limitations of Checkpoint/Restart are discussed below.

�    (1) Since the Program Object Code is reloaded from the Checkpoint data set rather than from the program library, no changes can be made to this coding before a restart from a Checkpoint.  Thus, restarting after a software failure is generally impossible.



    (2) Restarting after data set or space allocation abends may be im-possible.  If a data set allocation problem occurred, another device must be made available before the restart is attempted.  If a space allocation problem occurred, i.e., the maximum space available and the maximum extents have been used, restarting is more complicated - but still possible.  The Checkpoint that was taken when there were several extents still unused must be used.  The requested size of the secondary allocation for the problem data set may then be increased, and the pro-gram restarted from the Checkpoint.



    (3) There are conditions which may logically prohibit restarting at a Checkpoint.  If a failure occurs because of an I/O error or invalid data on an input data set, the System Manager must first decide how to correct the error in the data set.



      (a) The record may be corrected or dropped with a utility program, in which case restarting from the last Checkpoint would be indicated.



      (b) In many cases, however, the entire data set will have to be recreated.  If it is a sequential data set, the job which originally created the data set will probably have to be rerun.  In this case a Checkpoint/Restart is not recommended.



      (c) Direct or index sequential data sets can generally be recreated from the last dump point and then forward restored with SAMMS Backup/Restart to the last Checkpoint taken in this step.  This Checkpoint would then be used for the Restart.



  c.  Execute UTBA25.  UTBA25 uses the same Checkpoint data set for its input as will be used for the Restart.  The following JCL is required by UTBA25:



    //jobname  JOB  MSGLEVEL=1, etc.

    //stepname EXEC  PGM=UTBA25,PARM='checkid'.



where the value for checkid comes from the message generated when the Checkpoint to be used for the Restart was taken.



    //UTBA2501  DD  DSN=dsname,DISP=OLD



This card defines the Checkpoint data set UTBA25 is to use as input.  The dsname must be the same dsname as was specified for this Checkpoint data set when it was allocated.  The ddname in the message generated when the Checkpoint was taken can be used to find the dsname associated with this Checkpoint data set.



    //SYSOUT  DD  SYSOUT=A

    //SYSUDUMP  DD  SYSOUT=A



  d.  Resubmit the JCL for a deferred restart.  After all other required restart procedures have been completed, the original JCL for the entire job is resubmitted.  The only changes to the original JCL are those described under the topic JCL Required for a Restart earlier in this section.

�  e.  Examples.



    (1) Example using SAMSAM and Backup Data Sets:  The following example shows STEP6 of a JOB which uses both Checkpoint/Restart and Backup/Restart.  The Checkpoint routine alternates its output to data sets SYSCHK1 and SYSCHK2.  The JCL for the original job is illustrated on the following page.  Step 6 terminated abnormally during the original execution of the job.  A Checkpoint was taken prior to the abend, and this Checkpoint will be used to restart step 6 of the job.



//USEJMD05   JOB  'MULTI-DAILY WITH CHECKPOINTS',MSGLEVEL=1

//STEP1     EXEC PGM=MONITOR$,COND=(01,LT)                      SAVE









//STEP6     EXEC PGM=MONITOR$,COND=(06.LT)

//SYSABEND   DD  DSNAME=USO.USSDMP00,DISP=MOD                 USDA04

//PPPDD      DD  DSNAME=USO.USSPPP00,DISP=OLD 

//CPPDD      DD  DSNAME=USO.USSCPP00,DISP=MOD 

//USSWDS14   DD  DSNAME=USM.USSWDS14,DISP=OLD 

//USSWDS41   DD  DSNAME=USM.USSWDS41(+1),DISP=(,CATLG),

//              UNIT=(BETA,4),SPACE=(CYL,(20,4),RLSF)

//USSWDS99   DD  DSNAME=USM.USSWDS99(+2),DISP=(,CATLG),

//              UNIT=(BETA,4),SPACE=(CYL,(17,3),RLSF)

//USDMNIBF   DD  DSNAME=USP.USDMNIRE,DISP=SHR,

//              UNIT=(,P),

//              DCB=(BUEND=3)

//BACKUP     DD  DISP=(NEW,PASS),UNIT=2400

//              VOLUME=(,,,20,REF=UTBACKDS),

//              DCB=UTBACKUP.UTBMODEL

//SYSOUT     DD SYSOUT=A

//SYSCHK1    DD  DSN=CKDATA1,DISP=OLD

//SYSCHK2    DD  DSN=CKDATA2,DISP=OLD

//STEP7     EXEC PGM=MONITOR$,COND=(07,LT)



The following messages were generated during the original execution of step 6:



    *STEP 6



USDA04-AA



UTBA10-01    BACKUP NAME IS UTBACKUP.X0120V01.G0017V00



IHJ0041      USEJMD05 (SYSCHK2,124,SAMRS2) CKPT C0000009



IEF4501      USEJMD05.STEP6 ABEND SOC7



    **70.187     11.20.52    **USEJMD05



Based on these messages, the following actions are required to restart step 6.



    (2) Backup/Restart must be executed to restore the data set named USR.USDMNIRF.  Refer to section 4 of this chapter for a detailed description of the procedures for restoring data sets protected with Backup/Restart.

�    (3) UTBA25 must be executed to uncatalog the data sets cataloged by the termination of step 6.  The following JCL is required to execute UTBA25:



//JOB1    JOB  MSGLEVEL=1

//STEP1   EXEC PGM=UTBA25,PARM='C0000009'

//UTBA2501  DD DSN=CKDATA2,DISP=OLD

//SYSABEND  DD SYSOUT=A

//SYSOUT    DD SYSOUT=A



  f.  A utility program must be executed to correct the record which caused the SOC7 termination.



  g.  The original JCL for the job must be changed to include the RESTART parameter in the JOB card, and a SYSCHK DD card must be placed behind the JOBLIB DD card.  The JCL, as it is coded for the resubmitted job, is illustrated as follows:



//USEJMD05   JOB  'MULTI-DAILY RESTART FROM CKPT',MSGLEVEL=1

//                RESTART=(STEP6,C0000009)

//SYSCHK     DD  DSN=CKDATA2,DISP=OLD

//STEP1     EXEC PGM=MONITOR$,COND=(01,LT)                      SAVE









//STEP6     EXEC PGM=MONITOR$,COND=(06,LT)

//SYSABEND   DD  DSNAME=USS.USSDMP00,DISP=MOD                 USDA04

//PPPDD      DD  DSNAME=USS.USSPPP00,DISP=OLD 

//CPPDD      DD  DSNAME=USC.USSCPP00,DISP=MOD 

//USSWDS14   DD  DSNAME=USM.USSWDS14,DISP=OLD 

//USSWDS41   DD  DSNAME=USM.USSWDS41(+1),DISP=(,CATLG),

//              UNIT=(BETA,4),SPACE=(CYL,(20,4),RLSE)

//USSWDS99   DD  DSNAME=USM.USSWDS99(+2),DISP=(,CATLG),

//              UNIT=(BETA,4),SPACE=(CYL,(17,3),RLSE)

//USDMNIBE   DD  DSNAME=USR.USDMNIRF,DISP=SHR,

//              UNIT=(,P),

//              DCB=(BUFNO=3)

//BACKUP     DD  DISP=(NEW,PASS),UNIT=2400,

//              VOLUME=(,,,20,REF=UTBACKDS),

//              DCB=UTBACKUP.UTBMODEL

//SYSOUT     DD SYSOUT=A

//SYSCHK2    DD  DSN=CKDATA2,DISP=OLD

//SYSCHK1    DD  DSN=CKDATA1,DISP=OLD

//STEP7     EXEC PGM=MONITOR$,COND=(07,LT)

�//USEJAR15   JOB  'MODIFIED SORT W/CKPT',MSGLEVEL=1

//STEP1     EXEC PGM=MONITOR$,COND=(01,LT)                      SAVE









//STEP2     EXEC PGM=MONITOR$,COND=(02,LT),PARM='RESV=03000,CKPT'

//SYSABEND   DD  DSN=USC.USSDMP00,DISP=MOD                 

//PPPDD      DD  DSN=USC.USSPPP00,DISP=OLD 

//CPPDD      DD  DSN=USC.USSCPP00,DISP=MOD 

//RFF        DD  DSN=USC.USSRFF00,DISP=OLD

//SORTLIB    DD  DSN=SYS1.SORTLIB,DISP=SHR

//SORTWK01   DD  DSN=SORTWK01,DISP=(NEW,DELETE,CATLG),

//              UNIT=2314,SPACE=(CYL,20,,CONTIG)

//SORTWK02   DD  DSN=SORTWK02,DISP=(NEW,DELETE,CATLG), 

                UNIT=2314,SPACE=(CYL,20,,CONTIG) 

//SORTWK03   DD  DSN=SORTWK03,DISP=(NEW,DELETE,CATLG),

                UNIT=2314,SPACE=(CYL,20,,CONTIG)

//SORTWK04   DD  DSN=SORTWK04,DISP=(NEW,DELETE,CATLG), 

                UNIT=2314,SPACE=(CYL,20,,CONTIG) 

//SORTWK05   DD  DSN=SORTWK05,DISP=(NEW,DELETE,CATLG), 

                UNIT=2314,SPACE=(CYL,20,,CONTIG)

//SORTWK06   DD  DSN=SORTWK06,DISP=(NEW,DELETE,CATLG),  

                UNIT=2314,SPACE=(CYL,20,,CONTIG)

//USSWDS79   DD  DSN=USM.USSWDS79,DISP=OLD

//USFD2001   DD  DSN=SPX.USFD2001,DISP=(NEW,KEEP),

//              UNIT=2400,VOL=(,,,20),

//              LABEL=RFTPD=0001,DCB=(LRECL=133,RECFM=FB,BLKSIZE=133)

//USFTMTD1   DD  DSN=USM.USETMDTR(0),DISP=OLD

//USFTMTD2   DD  DUMMY

//SYSCHK1    DD  DSN=CKDATA1,DISP=OLD

//SYSOUT     DD  SYSOUT=A

//STEP3     EXEC PGM=MONITOR$,COND=(03,LT)



5.8  EXAMPLE USING SORT



  a.  The following example shows STEP2 of a job which uses Checkpoint/ Restart and contains a Sort.  The EXEC card PARM field indicates that the Sort is to take Checkpoints.  The Checkpoint data is output to data set SYSCHK1.  The JCL for the original job is illustrated on the follow-ing page.  During the execution of STEP2 an abnormal termination occur-red.  The last Checkpoint taken will be used to Restart step 2 of the job.



  b.  The following messages were generated during the original exe-cution of step 2.



    *STEP2



USFD20-AA

IER0361 - B    72

IER0371 - B  1172

IER0381 - NMAX = 45768

IHJ0041  USFJAR15  (SYSCHK1,124,SAMRS1) CKPT C0000005

IHJ0041  USFJAR15  (SYSCHK1,124,SAMRS1) CKPT C0000006

IEF4501  USFJAR15.STEP2         ABEND    S001



   **70.187    11.20.52  ** USFJAR15

�  c.  Based on these messages, the following actions are required to restart step 2:



    (1) Backup/Restart is not required.



    (2) UTBA25 must be executed to uncatalog the data sets cataloged by the termination of step 2.  The following JCL is required to execute UTBA25:



      //JOB1     JOB   MSGLEVEL=1

      //STEP1    EXEC  PCM=UTBA25,PARM='C0000006'

      //UTBA2501  DD   DSN=CKDATA1,DISP=OLD

      //SYSABEND  DD   SYSOUT=A

      //SYSOUT    DD   SYSOUT=A



    (3) The original JCL for the job must be changed to include the RESTART parameter in the JOB card, and a SYSCHK DD card must be placed behind the JOBLIB DD card.  The JCL as it is illustrated on the following page.



//USEJAR15   JOB  'RESTART OF MODIFIED SORT'MSGLEVEL=1,

                  RESTART=(STEP2,C0000006)

//SYSCHK     DD   DSN=CKDATA1,DISP=OLD

//STEP1     EXEC PGM=MONITOR$,COND=(01,LT)                      SAVE









//STEP2     EXEC PGM=MONITOR$,COND=(02,LT),PARM='RFSV=03000,CKPT'

//SYSABEND   DD  DSN=USC.USSDMP00,DISP=OLD                

//PPPDD      DD  DSN=USC.USSPPP00,DISP=OLD 

//CPPDD      DD  DSN=USC.USSCPP00,DISP=MOD 

//RFF        DD  DSN=USC.USSRFF00,DISP=OLD

//SORTLIB    DD  DSN=SYS1.SORTLIB,DISP=SHR

//SORTWK01   DD  DSN=SORTWK01,DISP=(NEW,DELETE,CATLG),

//              UNIT=2314,SPACE=(CYL,20,,CONTIG)

//SORTWK02   DD  DSN=SORTWK02,DISP=(NEW,DELETE,CATLG), 

                UNIT=2314,SPACE=(CYL,20,,CONTIG) 

//SORTWK03   DD  DSN=SORTWK03,DISP=(NEW,DELETE,CATLG),

                UNIT=2314,SPACE=(CYL,20,,CONTIG)

//SORTWK04   DD  DSN=SORTWK04,DISP=(NEW,DELETE,CATLG), 

                UNIT=2314,SPACE=(CYL,20,,CONTIG) 

//SORTWK05   DD  DSN=SORTWK05,DISP=(NEW,DELETE,CATLG), 

                UNIT=2314,SPACE=(CYL,20,,CONTIG)

//SORTWK06   DD  DSN=SORTWK06,DISP=(NEW,DELETE,CATLG),  

                UNIT=2314,SPACE=(CYL,20,,CONTIG)

//USSWDS79   DD  DSN=USM.USSWDS79,DISP=OLD

//USFD2001   DD  DSN=SPX.USFD2001,DISP=(NEW,KEEP),

//              UNIT=2400,VOL=(,,,20),

//              LABEL=RFTPD=0001,DCB=(LRECL=133,RECFM=FB,BLKSIZE=1330)

//USFTMTD1   DD  DSN=USM.USETMDTR(0),DISP=OLD

//USFTMTD2   DD  DUMMY

//SYSCHK1    DD  DSN=CKDATA1,DISP=OLD

//SYSOUT     DD  SYSOUT=A

//STEP3     EXEC PGM=MONITOR$,COND=(03,LT)

�SECTION 6  JOB/STEP RESTART







6.1  JOB/STEP RESTART TECHNIQUE



  The Control Information Retain/Restore (CIRR) program is the basis of job/step restart.  CIRR is designed to save enough system control in-formation at the beginning of selected steps within a job to enable the user to restart that job from one of these points.  For SAMMS this con-trol information consists of the SYSCTLG data set on SAMRS1 and the PPP data set.  Section 9 lists those steps, by job, which begin with a CIRR save execution.



6.2  EXECUTING A CIRR SAVE



  a.  The Process Control/Monitor (PC/M) provides the facility to exe-cute CIRR automatically in any step.  To utilize this facility one entry in the Schedule Card data set for each section is coded as follows:



    ZbbSAVEbbbb



Z is coded in the Type code field of this entry; the step number field is blank, and SAVE is coded in the name field.  This entry indicates to PC/M that it is to execute a CIRR save for any step in which it finds a DD statement with a ddname of SAVE.



  b.  This DD card is coded as follows to step 1:



    //SAVE   DD   DSN=dsname,DISP=OLD



  c.  For other steps within the job it is coded:



    //SAVE   DD   DSN=dsname,DISP=MOD.



The data set this defines is preallocated and is reinitialized each time a new job is initiated.



  d.  In addition, two other DD statements must be placed in the JCL for these steps.  These DD cards define the two data sets to be saved and are coded as follows:



    //UTC034PP   DD   DSN=dsname,DISP=OLD



for the PPP data set, and



    //SRSAMRS1   DD   VOL=SER=SAMRS1,UNIT=2314,DISP=OLD



for the SYSCTLG data set.



  e.  When PC/M detects a card with a ddname of SAVE in the JCL for a step, it will automatically execute a CIRR save before the functional program begins.  This save point is identified with the message:



    UTC034-02-JOB  jobname  STEP  stepname



        CKPT nnnnnn  DATE  yyddd  TIME hhmm

�where nnnnnn uniquely identifies this save point.  It is the beginning relative track and record number in the data set used by CIRR to save the retained data.



  f.  A job may be restarted at any step that was preceded by a CIRR save.  Because of the SAVE step, a job restart (restart from the first step of the job) is always possible.  Step restart is possible at those steps which were preceded by CIRR save.



6.3  RESTARTING AT JOB/STEP LEVEL



  a.  Limitations of Job/Step Restart.



    (1) CIRR is dependent on normal processing of the SYSCTLG data set in order to function properly and it cannot be used unless the program actually terminates.  In the event of failures such as hard waits, or power failures, etc., where the OS step termination process does not complete, the restoration of the data sets in the abended step will have to be done with SCRAP (see the topic Special Restart Procedures for a description of this process).  CIRR can still be used to restore the PPP data set and any data sets in other steps of the job.  



    (2) It is impossible to restore to a save point taken prior to a DISPOSE step after the DISPOSE step has run.  Once a cataloged data set, which existed at the time the retain function of CIRR was executed, has been scratched, any attempt to CIRR restore to that save point will result in an abnormal termination of CIRR.



  b.  RELATIVE GENERATION NUMBERS.



    (1) Generation data sets may be referenced by relative generation numbers.  An internal counter (the bias table) is used to convert the relative generation number to an absolute generation number.  One coun-ter exists in this table for each generation data group in the job, and each time a new generation is created for a particular group, that group's counter is given the same value as the relative generation num-ber of the new data set.  The table is maintained in this manner until job termination.  



    (2) If the job terminates abnormally, the bias table is destroyed.  This creates a problem when using job/step restart if a generation data set is created by one step of a job prior to the restart, and is read as input by another step of the same job after the restart.  The relative generation numbers in the JCL of the step which reads these data sets will no longer be valid.  There are two solutions to the problem.



      (a) The JCL which refers to such data sets can be changed to indicate the relative generation numbers as they exist after such a restart.



      (b) A DD card can be included to reset the bias table.  This DD card has the form:



        //anyname DD groupname(+n),UNIT=(2314,,DEFER),DISP=(,CATLG)

�These DD cards must be placed in the step JCL for some step which ter-minates before execution of the step which reads the data sets.  They are a permanent part of that step's JCL; thus no override cards are necessary when a restart is required.  The value for n will be the same as the relative generation number of the last data set created for that group name at that point in the job where the reset JCL card(s) is placed.  For example, if the reset JCL card(s) is placed in the step JCL for step 6, and step 6 creates generation +3, n would be 3 in the reset JCL card.



NOTE:  In certain cases, it may be desirable to have a CIRR save asso-ciated with one of the steps which read generation data sets created earlier in the same job.  To accomplish this, under the requirements described in the previous paragraph, this save would be executed in a dummy step (IEFBR14) immediately preceding the functional step.  The JCL for this dummy step would include the DD cards required for a CIRR save, and the DD cards to reset the bias table.  Thus, when a CIRR restore using a save point taken in a dummy step is executed, this dummy step with the reset JCL cards will execute and terminate (resetting the bias table counters) before the functional step which needs the bias table is executed.



  c.  User Data Set Considerations.



    (1) Sequential Data Sets.



      All sequential data sets allocated by the step(s) to be restarted must be deleted.  If step termination took place, the restore function of CIRR can be used to scratch (and uncatalog) any such data sets which were cataloged after they were created.  If step termination did not occur or data sets were allocated but not cataloged, SCRAP (UTC045) can be used to delete all of these data sets except those with dsnames asssigned by OS.  Any data sets still remaining must be scratched with a utility program.



    (2) Direct and Indexed Sequential Data Sets.



      (a) Those direct and indexed sequential data sets which are pro-tected by SAMSAM Backup/Restart can be fully restored by this facility.



      (b) There are some indexed sequential data sets in the Procurement process which are not protected with Backup/Restart.  The programs which process these data sets without Backup/Restart are designed to be re-startable without a restoration of these data sets.



    (3) MOD Data Sets and Partitioned Data Sets.



      There are no MOD or partitioned data sets used in SAMMS functional programs, and no provisions in the restart facilities to support them.



  d.  Restart Procedures.



    (1) Execute Backup/Restart.



      (a) This is necessary only if the step(s) being restarted utilized the retain function of Backup/Restart.  (See section 9.)

�      (b) Next, check the console typewriter sheets for each of those steps which do utilize Backup/Restart for a message similar to the following:



        UTBA10-01   BACKUP NAME IS UTBACKUP.XydddVnn.GnnnnVnn.



If this message is present, Backup/Restart must be run, otherwise, this step in the recovery/restart process will be skipped.  The Backup/Re-start facility is described in detail in section 4, and two examples of its use are illustrated.



    (2) Correct the Cause of the Problem.



      Some of the most common problems and the appropriate corrective action are described below:



      (a) A data set is out of sequence and must be sorted.



      (b) A field in a record(s) is found to be invalid.  The record(s) could either be dropped, or corrected.



      (c) All or part of a data set has been destroyed.  A partial sys-tem restore, consisting only of the data that was destroyed, possibly followed by a forward restoration of that data set with Backup/Restart would recreate the data.  This method is not possible, however, with a sequential data set.  This type of data set will have to be recreated by the program which originally created it.  Great care must be exercised when using this method to ensure that the system count (PPP) and the shared files are not affected, and that no extraneous data sets are created which would cause other problems.



    (3) Execute the Restore Function of CIRR.



      To perform this step, the user must provide the following JCL statements:



      (a) An EXEC card must be supplied and is coded as follows:



        //stepname  EXEC  PGM=UTC034,PARM=CF



      (b) The data set which contains the retained control information must be defined as follows:



      //OLD  DD  DSN=dsname,DISP=OLD



This must be the same dsname as was specified in the retain process.



      (c) A work area must be defined as follows:



        //CURRENT  DD  UNIT=2314,SPACE=(CYL,p).



      (d) The SYSCTLG and PPP data sets must be defined as follows:



        //UTC034PP  DD  DSN=dsname,DISP=OLD



The PPP data set must have the same dsname as was specified in the retain process.

�      (e) The SYSOUT data set must be defined as follows:



        //SYSOUT  DD SYSOUT=A



Execution begins with UTC034.  This program edits the existing catalog data set into a format which will compare more readily with the retained catalog.  Control then passes to UTC035.



      (f) UTC035 begins by generating the following message:



        UTC035-55  ENTER  RESTART  NUMBER



The restart number is found in the message (UTC034-02) generated when the SAVE was taken.  It is the six character field following the key work CKPT in this message.



       1.  After the restart number is entered, UTC035 reads the spec-ified Save data set, and checks to be sure that no data sets which were in the retained catalog have been scratched.  If such a condition is found, no restoration will be performed.  If, however, no errors are found, UTC035 uncatalogs and scratches any data sets found in the cur-rent catalog which were not in the retained catalog.  It also recatalogs any data sets which are still present on a device, but have been uncata-loged since the retain run.  The current PPP data set is replaced with the retained PPP data set.



        2.  The user may execute the restore function of CIRR as a separate job, or as the first step of the job being restarted.  The former method would be used for job restarts, or when bypassing a job which has abended.  The latter method would be used for step restarts and is particularly useful because it allows the condition code checking facility to skip to the step being restarted.  Thus, no schedule over-ride cards are required, and there is no need to reexecute step 1.



6.4  SPECIAL RESTART PROCEDURES



  This topic provides a description of five special restart procedures.



  a.  Bypassing a Job.



    (1) A situation may occasionally arise which requires temporarily bypassing an abnormally terminated job.  This allows another SAMMS job or jobs to be executed while the corrective action is being completed for the abended job, and thus, allows productive work to continue.



    (2) However, before another SAMMS job can be started, the system must be fully restored to the beginning of the abended job.  The stan-dard job restart procedure must be followed.  This includes the execu-tion of Backup/Restart, if necessary, and the restore function of CIRR.  The Save point taken in step 1 of the abended job must be specified as the one to be used in the restore process.



    (3) After the PPP and all data sets are fully restored to their status before the abended job was run, any other SAMMS job may be start-ed.  When the abended job is ready to be executed again, no restore ac-tion will be necessary, other than that which may be required to correct the cause of the termination in the original execution of the job.

�    (4) This job, when resubmitted, must be rerun in its entirety.  Even those steps which were successful in the original execution must be re-executed.



  b.  Bypassing a Step.



    (1) Under certain conditions, the recovery procedures following a failure within a job may involve modifications to the abended job's schedule.  The use of such schedule overrides in a restart procedure is restricted.



    (2) Restarting a job with a schedule override is permissable only if there was no restoration with CIRR.  If a CIRR (restore) is required to recover and restart this job, the restart must be to the step associated with the SAVE used in the CIRR restore and the CIRR (restore) JCL should be the first step if the resubmitted job to allow the condition code checking facility to function properly.  No schedule override is permit-ted with a CIRR restore operation.



    (3) The restriction exists because of the possibility of deleting data sets before they have been processed.  This possibility exists be-cause the shared DASD monitor will normally be executed when step 1 is reexecuted to modify the schedule record for the schedule override.  Data sets which are received by this second execution of the shared DASD monitor will be lost if they happen to be input to a step which will be bypassed because of the schedule modification, and if they are deleted by the DISPOSE step at the end of this job.



    (4) If a CIRR (restore) has not been executed and step 1 is reexe-cuted to make a schedule modification the following message will be generated:



      UTC106-99 ATTEMPT TO RESTART WITHOUT CIRR



The operator should be instructed to reply BYPASS for this message.  This will cause PC/M to skip the execution of the shared DASD monitor for this execution of step 1.  Thus, the possibility of losing any data sets is eliminated.



  c.  Restarting the SAVE Step



    The SAVE step is the first step of each SAMMS job.  It consists of three processes; the retain function of CIRR, the receive function of the shared DASD monitor (UTC106), and the building of the schedule re-cord.  If a system failure occurs within this step, the System Manager must examine the console typewriter printout to determine which function was processing at the time of the failure.  Based on this information he will take one of the following actions:



    (1) If the CIRR program had control, the job can be resubmitted without any restoration.



    (2) If the CIRR program had completed and the failure occurred in one of the other processes, the restore function of CIRR must be exe-cuted and the job resubmitted.  Indicators are set when this step fails after the successful execution of CIRR (SAVE) which prevents restarting unless CIRR (restore) has been executed.

�  d.  Restarting the DISPOSE Step.



    (1) The DISPOSE step is the last step of most SAMMS jobs.  It con-sists of two processes; the pass function of the shared DASD monitor (UTC106), and the scratch and uncatalog functions of DISPOSE.



    (2) If a failure occurs within this step the System Manager must first examine the console typewriter printout to determine which fun-ction was processing at the time of the failure.  Based on this infor-mation, the manager will take one of the following actions:



      (a) If the Share program had control, standard step restart proce-dures using CIRR should be followed.  The system should be restored to the last save point and that step restarted.



      (b) If the Share program had completed and the DISPOSE program had control, the system manager must determine what DD cards DISPOSE had processed.  If any generation data groups with DISPOSE options of S or T had already been processed, the DD cards for these groups must be over-ridden before the step is restarted.  All other processing options of DISPOSE are restartable.  The step may be restarted with no restoration process.



  e.  Restarting with SCRAP.



    (1) SCRAP is executed as an added step in the restart procedure, when the failure is of the type which prevents OS step termination.  It is designed to scratch data sets allocated by the aborted step, based on the JCL cards for that step.



    (2) SCRAP will attempt to scratch any data sets with the following qualifications:



      DISP = NEW (or implied NEW)

      SPACE = 

      DSNAME = (except in * or & form)



If these requirements are met, SCRAP considers the data set eligible for scratching.  If, however, the volume on which the data set was allocated is not mounted, or VOL=REF is coded in the DD card, or the data set was cataloged (step termination had partially completed), the data set will not be scratched.  Messages will be generated to identify such data sets, and these must be scratched with a utility program.



    (3) The following JCL is required to execute SCRAP:



      //EXAMPC      JOB      MSGLEVEL=1,ETC

      //STEP1       EXEC     PGM=SCRAP$

      //PROCLIB     DD       DSN=SYS1.PROCLIB,DISP=SHR

      //SYSOUT      DD       SYSOUT=A

      //SYSIN       DD       DATA

�    (4) The JCL cards for the step which was running when the failure occurred, beginning with the EXEC card for that step, follow and they in turn are followed by a delimiter (/*).  If the JCL cards for the step are in a procedure library, the EXEC card for the aborted step indicates the procedure name and is followed by any override cards and the deli-meter (/*).  In this case the operator must respond to the message:



      UTC045-66 ENTER STEP NAME



with the name of the aborted step.



    (5) If there are no override cards, even the EXEC card of the abor-ted step may be omitted.  If this is done, the operator must also respond to the message:



      UTC045-55 ENTER PROCEDURE NAME



with the procedure name of the aborted.



    (6) SCRAP will generate a listing which indicates what data sets it has scratched.



    (7) Once the SCRAP clean up is complete, the standard step Restart procedure should be followed.  The last Save point should be used as input to the restore function of CIRR, even if it was taken at the be-ginning of the aborted step just cleaned up with SCRAP.  This should be done to ensure that the PPP is correct, and to utilize the condition code checking facility to restart the job.



6.5  EXAMPLES



  a.  Two examples are provided in this section; one for job restart, and one for step restart.  Both examples are based on the same job.  The JCL for this job, as originally submitted, appears on the next page.



  b.  The first step of the job is the standard Save step found in all SAMMS jobs.  The third step also includes a SAVE.  The execution of this job is based on a schedule record and is controlled by the Process Control/Monitor (PC/M).  The condition code checking feature of PC/M is being used to effect execution of the steps within the job schedule record.

�//EXAMPL JOB   MSGLEVEL=1

//STEP1  EXEC  PGM=MONITOR$,COND=(01,LT)

//SRSAMRS1  DD VOL=SER=SAMRS1,UNIT=2314,DISP=OLD

//UTC034PP  DD DSN=USC.USSPPP00,DISP=OLD

//SAVE      DD DSN=USC.USSSAV00,DISP=OLD

//STEP2  EXEC  PGM=MONITOR$,COND=(02,LT)

//UDD1201   DD DSN=USS1201,DISP=OLD

//UDD0202   DD DSN=USS0202,DISP=(,CATLG),SPACE=(CYL,(10,5)),UNIT=2314

//UDD0203   DD DSN=USS0203,DISP=(,CATLG),SPACE=(CYL,(10,5)),UNIT=2314

//SORTWK01  DD DSN=WORK1,DISP=(NEW,DELETE,CATLG),UNIT=2314,

//             SPACE=(CYL,(20),,CONTIG)



                   SORTWK02 - SORTWK06 SAME AS SORTWK01



//STEP3  EXEC  PGM=MONITOR$,COND=(03,LT)

//SRSAMRS1  DD VOL=SFR=SAMRS1,UNIT=2314,DISP=OLD

//UT034PP   DD DSN=USC.USSPPP00,DISP=OLD

//SAVE      DD DSN=USC.USSSAV00,DISP=MOD

//UDD0202   DD DSN=USS0202,DISP=OLD

//UDD1301   DD DSN=USS1301(0),DISP=OLD

//UDD0301   DD DSN=USS0301,DISP=(,CATLG),SPACE=(CYL,(10,5)),UNIT=2314

//UDD0302   DD DSN=USS0302,DISP=(,CATLG),SPACE=(CYL,(10,5)),UNIT=2314

//BACKUP    DD DISP=(NEW,PASS),UNIT=TAPE,

               VOLUME=(,,,20,REF=UTBACKDS),DCB=UTBACKUP.UTBMODEL

//STEP4  EXEC  PGM=MONITOR$,COND=(O4,LT)



         REMAINING JCL FOR THIS JOB



    (1) The following messages were generated during the original exe-cution of this job:



    *STEP1   10.45.30  **EXAMPL

UTC034-AA

UTC034-02   JOB EXAMPL  STEP  STEP1  CKPT 000000

    DATE    70187  TIME  1046

UTC034-ZZ

UTC106-AA

UTC106-ZZ

    *STEP2

SAMPL1-AA

    SORT MESSAGES  ,  ETC

SAMPL1-ZZ

    *STEP3

UTC034-AA

UTC034-02  JOB EXAMPL  STEP  STEP3  CKPT 00A010

    DATE   70187  TIME  1105

UTC034-ZZ

SAMPL2-AA

UTBA10-01  BACKUP NAME  IS  UTBACKUP.X0187V01.G0048V00

IEF4501    EXAMPL.STEP3           ABEND      S222

    ** 70.187  11.20.42   **EXAMPL



The operator canceled the job in step 3.

�    (2) Example 1 - Job Restart



      (a) The job was canceled when it was discovered that the master data set in Step 3 was not the correct one.  The correct one had been destroyed.  The job will be bypassed for the time being, rather than have the system idle while some means is found to recreate the master data set.  This will require a restore to the beginning of this job.  The message:



        UTBA10-01 BACKUP NAME IS UTBACKUP.X0187V01.G0048V00



indicates that Backup/Restart was utilized by Step 3, thus, a Backup/ Restart restoration must be executed.  Refer to section 4 of this chap-ter for a fully illustrated description of this process.  After Backup/ Restart has completed, the next step is to execute CIRR to restore the sequential data sets.  The following JCL is required for this step:



//EXAMPL  JOB   MSGLEVEL=1

//        EXEC  PGM=UTC034,PARM=CF

//CURRENT    DD UNIT=2314,SPACE=(CYL,5)

//OLD        DD DSN=USC.USSSAV00,DISP=OLD

//SYSOUT     DD SYSOUT=A

//SRSAMRS1   DD VOL=SER=SAMRS1,DISP=OLD,UNIT=2314

//UTC034PP   DD DSN=USC.USSPPP00,DISP=OLD



        1.  UTC034 will read the current catalog and reformat it.  Control will then be passed to UTC035 and the following message will be generated:



          UTC035-55  ENTER RESTART NUMBER



The number for the SAVE Point taken in step 1 (000000) must be entered in response to this request.



        2.  UTC035 will read the specified SAVE entry and perform the prerestoration edit.  It will also generate the following message:



          UTC035-02  RESTORING TO JOB EXAMPL STEP  STEP1



                CKPT  000000  DATE 70187   TIME 1046



This indicates which SAVE Point the restore is to use for input.  This must be accepted, if it is correct, before UTC035 will begin the actual restoration.



        3.  If the operator accepts the message, UTC035 will begin the restoration operation.  It will restore the PPP data set (USC.USSPPP00); change the SYSCTLG data set on SAMRS1 as necessary, and scratch any se-quential data sets which were cataloged after the SAVE Point.  A SYSOUT listing indicates which sequential data sets were affected, and what the action was.  For this example the listing would appear as follows:



                                                           RETURN CODE

NAME           OPERATION               RESULT              OR REASON



USS0202        SCRATCH A DATA SET      SUCCESSFUL

USS0202        UNCATALOG A DATA SET    SUCCESSFUL

USS0203        SCRATCH A DATA SET      SUCCESSFUL

USS0203        UNCATALOG A DATA SET    SUCCESSFUL

USS0301        SCRATCH A DATA SET      SUCCESSFUL

�                                                           RETURN CODE

NAME           OPERATION               RESULT              OR REASON



USS0301        UNCATALOG A DATA SET    SUCCESSFUL

USS0302        SCRATCH A DATA SET      SUCCESSFUL

USS0302        UNCATALOG A DATA SET    SUCCESSFUL

USC.USSPPP00   RESTORE DATA SET,DD=PP  SUCCESSFUL



      (b) This completes the restoration process, and the system is now restored as it was before the aborted job was run.



    (3) Example 2 - Step Restart



      (a) The JCL which defined the master data set in step 3 was incor-rect and specified the wrong data set.  To recover it is necessary to correct the JCL and then perform a step restart to the beginning of step 3.  The message:



        UTBA10-01 BACKUP NAME IS UTBACKUP.X0187V01.G0048V00



indicates that Backup/Restart was utilized by step 3, thus, a Backup/ Restart restoration must be executed.  Refer to section 4 of this chap-ter for a fully illustrated description of this process.



      (b) After Backup/Restart has completed the next step is to execute CIRR to restore the sequential data sets.  The JCL required for this is submitted as the first step of the resubmitted job, preceding the origi-nal JCL for the job.  The JCL for the resubmitted job is as follows:



//EXAMPL JOB   MSGLEVEL=1

//STEP0  EXEC  PGM=UTC034,PARM=CF

//CURRENT   DD UNIT=2314,SPACE=(CYL,5)

//OLD       DD DSN=USC.USSSAV00,DISP=OLD

//SYSOUT    DD SYSOUT=A

//SRSAMRS1  DD VOL=SER=SAMRS1,UNIT=2314,DISP=OLD

//UTC034PP  DD DSN=USC.USSPPP00,DISP=OLD

//STEP1  EXEC  PGM=MONITOR$,COND=(01,LT)

//SRSAMRS1  DD VOL=SER=SAMRS1,UNIT=2314,DISP=OLD

//UTC034PP  DD DSN=USC.USSPPP00,DISP=OLD

//SAVE      DD DSN=USC.USSSAV00,DISP=OLD

//STEP2  EXEC  PGM=MONITOR$,COND=(02,LT)

//UDD1201   DD DSN=USS1201,DISP=OLD

//UDD0202   DD DSN=USS0202,DISP=(,CATLG),SPACE=(CYL,(10,5)),UNIT=2314

//UDD0203   DD DSN=USS0203,DISP=(,CATLG),SPACE=(CYL,(10,5)),UNIT=2314

//SORTWK01  DD DSN=WORK1,DISP=(NEW,DELETE,CATLG),UNIT=2314,

//             SPACE=(CYL,(20),,CONTIG)

//SORTWK02 - SORTWK06 SAME AS SORTWK01

//STEP3  EXEC  PGM=MONITOR$,COND=(03,LT)

//SAVE      DD DSN=USC.USSSSAV00,DISP=MOD

//SRSAMRS1  DD VOL=SER=SAMRS1,UNIT=2314,DISP=OLD

//UT034PP   DD DSN=USC.USSPPP00,DISP=OLD

//UDD0202   DD DSN=USS0202,DISP=OLD

//UDD1301   DD DSN=USS1301(0),DISP=OLD

//UDD0301   DD DSN=USS0301,DISP=(,CATLG),SPACE=(CYL,(10,5)),UNIT=2314

//UDD0302   DD DSN=USS0302,DISP=(,CATLG),SPACE=(CYL,(10,5)),UNIT=2314

//BACKUP    DD DISP=(NEW,PASS),UNIT=TAPE,

               VOLUME=(,,,20,REF=UTBACKDS),DCB=UTBACKUP.UTBMODEL

//STEP4  EXEC  PGM=MONITOR$,COND=(04,LT)



         REMAINING JCL FOR THIS JOB

�        1.  UTC034 will read the current catalog and reformat it.  Control will then be passed to UTC035 and the following message will be generated:



          UTC035-55  ENTER RESTART NUMBER



The number for the SAVE Point taken in step 3 (00A010) must be entered in response to this request.



        2.  UTC035 will read the specified Save entry and perform the prerestoration edit.  It will also generate the following message:



          UTC035-02  RESTORING TO JOB EXAMPL STEP  STEP3



              CKPT  00A010  DATE 70187  TIME 1105



    This indicates which SAVE Point the restore is to use for input.  This must be accepted, if it is correct, before UTC035 will begin the actual restoration.



        3.  If the operator accepts the message, UTC035 will begin the restoration operations.  It will restore the PPP data set (USC.USSPPP00), the SYSCTLG data set on SAMRS1, and the sequential data sets.  The SYSOUT listing will indicate what action was taken on which sequential data sets.  The listing for this restart would appear as follows:



                                                           RETURN CODE

NAME           OPERATION               RESULT              OR REASON



USS0301        SCRATCH A DATA SET      SUCCESSFUL

USS0301        UNCATALOG A DATA SET    SUCCESSFUL

USS0302        SCRATCH A DATA SET      SUCCESSFUL

USS0302        UNCATALOG A DATA SET    SUCCESSFUL

USC.USSPPP00   RESTORE DATA SET,DD=PP  SUCCESSFUL



      (c) This completes the restoration process, and the system now exists as it was before step 3 was executed.  Control passes to step 3 and execution begins with a new SAVE for this step.

�SECTION 7  SYSTEM DUMP/RESTORE







7.1  GENERAL



  The scheduling of a system dump and the retention period of the dump tapes are center options.  In addition to retaining these tapes, the input transaction and backup tapes processed after each dump point must also be retained until a new dump cycle is started with another dump.  There are no restrictions or limitations on the use of this recovery level.  There are, however, definite procedures which the dump process must follow.  The following paragraphs will present the procedures to be followed when performing a full or partial system dump/restore.



7.2  FULL SYSTEM DUMP/RESTORE



  a.  Applicable Utilities.



    A full system dump could require the use of all three utility dump programs since all types of data sets could be saved; i.e., direct, sequential, partitioned, and indexed sequential.



    (1) Direct Data Sets - UTAU02 (SMARTDMP) will dump or restore one or more selected direct data sets that are formatted for SAMSAM.  Each data set to be saved must be requested specifically.



    (2) Sequential and Partitioned Data Sets - UTAU09 (MINIDUMP) is de-signed to dump or restore all physical records of partitioned or sequen-tial data sets.  All sequential data sets will be dumped from a given volume unless they are specifically excluded.  If there are no sequen-tial data sets on a volume, only the VTOC will be dumped.  MINIDUMP should process against every volume to save each VTOC - this will ensure that the volumes will be restored to the appropriate format.



    (3)  Indexed Sequential Data Sets - UTBI06 is used to dump or re-store individual indexed sequential data sets.  Each data set must be specifically requested.



  b.  Dump Considerations.



    There are three aspects to consider prior to attempting a full sys-tem dump.  These are described below:



    (1) The frequency of a full system dump is dependent upon two vari-ables.



      (a) The time required to complete the dump.  As the number and size of the data sets dumped increases, the time needed for dumping will increase accordingly.



      (b) The time required to restore a system using a complete file restoration.  After any complete restoration has been accomplished, it is usually necessary to run a forward restoration (Backup/Restart) to update the data sets to the same condition as that following the last successful run.  If these restorations are frequent and if the time to restore exceeds twice the time it takes for a dump, then the possibility of more frequent dumps should be investigated (to minimize the overall dump/restore time).

�    (2) The scheduling sequence used to accomplish a full system's dump should be designed to minimize time, yet provide integrity between the two CPUs.  Multiprogramming should be utilized to provide overlapping of I/O time on each individual CPU.  To attain the greatest amount of over-lapping, the physical positioning of the data sets should be such so as to reduce interference and arm contention; i.e., specific types of data sets should be allocated to certain logical groups of devices.  Thus, if indexed sequential, sequential, and direct data sets are each allocated unique device groups, there should be no contention when all sequential and indexed sequential data sets are dumped in one partition and the direct data sets in another.



      It is also possible to employ multiprogramming to overlap the exe-cution of the direct and indexed sequential dumps with the execution of certain functional programs.  These functional programs obviously must not update the data sets being dumped.  In addition, sequential dumps must be executed before any changes are made to the direct and indexed sequential data sets.  Production would normally have to stop only while the sequential dumps are being executed.



    (3) Shared DASD also imposes a restriction on the system dump pro-cess.  No functional programs may be executed on either system while the shared devices are being dumped.  The dump of these devices should take place at the same time as the sequential dumps, and may be executed immediately before or after them or concurrently with them (i.e., in another partition).



  c.  Restoration Procedures.



    A full system restore also must be accomplished in a specific pat-tern.



    (1) All respective volumes that are to be restored must be avail-able.  These must have the same volume serial numbers that were used during the dump process.



    (2) UTAU09 (MINIDUMP) must be the first restore program that is exe-cuted and normally must be allowed to complete before any of the other restore programs are run (MINIDUMP restores the VTOC on each pack).  An exception can be made when indexed sequential data sets are to be re-stored to volumes not dumped with MINIDUMP.  These volumes can be re-stored in a second partition concurrently with MINIDUMP.



    (3) All indexed sequential data sets to be restored must have their space requirements reallocated.  That is, the old data set must be deleted prior to restoration.



    (4) UTAU02 (SMARTDMP) can be run only after MINIDUMP has completed.  SMARTDMP will then restore all direct data sets back to their original locations (no reallocation is necessary).



7.3  PARTIAL SYSTEM DUMP/RESTORE



  a.  A partial system dump/restore is the dumping or restoration of a select group of data sets (as compared to all data sets with the full system dump).  It is performed before particular jobs  where it would be profitable to restore specific data sets back to the beginning of the job rather than restoring back to the last full system dump point (pos-sibly requiring extensive Backup/Restart forward restoration).

�  b.  Some considerations to be investigated prior to dumping:



    (1) MINIDUMP saves the VTOC of each volume specified for dumping.  If an attempt is made to restore a single sequential data set, the VTOC will be overlayed with the dumped VTOC.



    (2) Any indexed sequential data set to be restored must have its space reallocated (the old data set should be deleted).  The new allo-cation may be made prior to the restore step or by the restore step.



    (3) If a full system dump tape is to be used to do a partial res-toration of direct data sets, the volumes must not have been modified with respect to the direct data sets to be restored.  Since the restore phase returns the records to the same physical position from which they were dumped, the same physical location must be available for each data set.  All these data sets restored must then be updated to the level prior to the job that was unsuccessful (utilizing Backup/Restart forward restoration).



7.4  EXAMPLES



  The following examples will illustrate full and partial system dumps and restores.  The master files are MF1, MF2, MF3, MF4, MF5 and MF6, and are allocated on volumes L11111, L22222, L33333 and L44444.  The notes included with the full system dump illustrate the information obtained when using each of the three dump utilities.



NOTE 1:  The SYSOUT listing produced when an indexed sequential data set is dumped is as follows (MF3 being that data set):



CONTROL CARD LISTING FOR ISAM UTILITY



    UNLOAD PURPOSE=BACKUP



    EOF ON UTBIN



    RECORD COUNT=9102 LOGICAL RECORDS



    INDEX SEQUENTIAL DATA SET NAMED MF3 HAS BEEN SUCCESSFULLY UNLOADED.



    RECORD COUNT=9102 LOGICAL RECORDS



    BACKUP SEQUENTIAL DATA SET SUCCESSFULLY CREATED AND IS NAMED 



    DMP.MF3.G0001V00.



A similar listing will be produced when the dump tape is used to load an indexed sequential data set.  The statements, however, will reflect that a sequential data set has been loaded into an indexed sequential data set.

�NOTE 2:  The following is the SYSOUT listing produced when MINIDUMP has successfully dumped each specified volume.



SEQUENTIAL DATA SET DUMP            DATE _________ TIME _________



DATA SET NAME           VOL-ID            DEVICES             XTNTS



VTOC                    L11111             2314                 01



VTOC                    L22222             2314                 01



MF1                     L22222             2314                 02



VTOC                    L33333             2314                 01



MF5                     L33333             2314                 03



VTOC                    L44444             2314                 01



There will also be one console message per DASD volume indicating the number of physical records dumped or restored.



     UTAU09-05     00478 RECS     DUMPD          VOL L11111



     UTAU09-05     07120 RECS     DUMPD          VOL L22222



     UTAU09-05     13921 RECS     DUMPD          VOL L33333



     UTAU09-05     00478 RECS     DUMPD          VOL L44444



NOTE 3:  When using SMARTDMP to dump a direct data set, the only documentation will be the console message:



                                                (DSNAME)  (VOL-ID)



     UTAU02-03     0006429     RECS     DUMPED     MF2     L11111



     UTAU02-03     0000993     RECS     DUMPED     MF4     L11111



     UTAU02-03     0008967     RECS     DUMPED     MF6     L44444



During the restoration process, there will be another console message for each direct data set restored:



                          (RECORDS)   (DSNAME)      (VOL-ID)



      UTAU02-06             006429      MF2          L11111





***** FULL SYSTEM DUMP *****

    PARTITION ONE

//STEP1  EXEC  PGM=UTBID6     DUMP AN I.S. DATA SET

//UTBPRINT  DD SYSOUT=A

//UTBOUT    DD SYSOUT=A

//UTBUT1    DD DSN=MF3,DISP=OLD               DATA SET TO BE DUMPED

//UTBUT2    DD DSN=DMP.MF3(+1),DISP=(,CATLG), DUMP TAPE

//   UNIT=(2400,2)

//UTBIN     DD *

         UNLOAD PURPOSE=BACKUP                APPROPRIATE CONTROL CARD

*****************************  NOTE  1  ********************************

�

//STEP2  EXEC  PGM=MINIDUMP    DUMP SEQ. DATA

//DUMPDD    DD DSN=DMP,MINIDUMP(+1),          SETS AND UTDC'S FROM

//   DISP=MOD,UNIT=(2400,2),DCB=(LRFCL=7306,  FOLLOWING VOLUMES.

//   RECEM=VB,BLKSIZE=7310)

//L11111    DD VOL=SER=L11111,UNIT=2314,DISP=OLD   VOLUMES TO BE DUMPED

//L22222    DD VOL=SER=L22222,UNIT=2314,DISP=OLD

//L33333    DD VOL=SER=L33333,UNIT=2314,DISP=OLD

//L44444    DD VOL=SER=L44444,UNIT=2314,DISP=OLD

//PRESS     DD SYSOUT=A

//CTRL      DD *

UTLMINIDUMPD,L11111,L22222,L33333,L44444

*****************************  NOTE  2  ********************************









    PARTITION TWO

//STEP1  EXEC  PGM-UTAU02                           DUMP SAMSAM DIRECT

//SYSABEND  DD DSN=DUMPTP01,DISP=MOD                DATA SETS - MONITOR

//MF2       DD DSN=MF2,DISP=OLD                     CANNOT BE RUN IN

//MF4       DD DSN=MF4,DISP=OLD                     PARTITIONS

//MF6       DD DSN=MF6,DISP=OLD 

//TAPEOUT   DD DSN=RDMDMP(+1),DISP=(,CATLG),        SAVE TAPE

//   UNIT=(2400,2),VOL=(,,,3)

//CTRL      DD *

UTLUTAU02DMF2

UTLUTAU02DMF4

UTLUTAU02DMF6

*****************************  NOTE 3  *********************************



***** FULL SYSTEM RESTORE *****

//STEP1  EXEC  PGM=MINIDUMP                    MUST BE

//RESTORE   DD DSN=DMP.MINIDUMP(0),DISP=OLD,    COMPLETED PRIOR TO ANY

//   UNIT=(2400,2)                              OTHER RESTORES

//L11111    DD VOL=SER=L11111,UNIT=2314,DISP=OLD   VOLUMES TO BE DUMPED

//L22222    DD VOL=SER=L22222,UNIT=2314,DISP=OLD

//L33333    DD VOL=SER=L33333,UNIT=2314,DISP=OLD

//L44444    DD VOL=SER=L44444,UNIT=2314,DISP=OLD

//PRESS     DD SYSOUT=A

//CTRL      DD *

UTLMINIDUMPR,L11111,L22222,L33333,L44444







//STEP2  EXEC  PGM=IEFBR14               DUMMY JOB TO DELETE THE I.S.

//MF3DD     DD DSN=MF3,DISP=(OLD,DELETE)      DATA SET BEFORE RE-ALLOC.

//STEP3  EXEC  PGM=UTBI06                    RESTORE THE I.S. 

//UTBPRINT  DD SYSOUT=A                        DATA SET

//UTBOUT    DD SYSOUT=A

//UTBUT1    DD DSN=DMP.MF3(0),DISP=OLD         INPUT TO LOAD 

//UTBUT2    DD DSN=MF3,DISP=(,CATLG)           RE-ALLOCATION OF THE I.S.

//   UNIT=2314,SPACE=(CYL,(15,,1)),             DATA SET

//   DCB=(DSORG=IS,LRECL=313,BLKSIZE=3447,

//   RECFM=FB,RKP=3,KEYLEN=6),VOL=SER=111111

//UTBIN     DD *

         BUILD

�

//STEP4  EXEC  PGM=UTAU02                    RESTORE THE SAMSAM

//MF2       DD DSN=MF2,DISP=OLD                 DIRECT DATA SETS. 

//MF4       DD DSN=MF4,DISP=OLD

//MF6       DD DSN=MF6,DISP=OLD 

//TAPEIN    DD DSN=RDMDMP(0),DISP=OLD,         DUMP TAPE

//   UNIT=(2400,2)

//CTRL      DD *

UTLUTAU02RMF2

UTLUTAU02RMF4

UTLUTAU02RMF6





***** PARTIAL SYSTEM DUMP *****

//STEP1  EXEC  PGM=UTBI06                    DUMP MF3 AN I.S. DATA SET

//UTBPRINT  DD SYSOUT=A                               FOR BACKUP

//UTBOUT    DD SYSOUT=A

//UTBUT1    DD DSN=MF3,DISP=OLD

//UTBUT2    DD DSN=PDMP.MF3(+1),DISP=(,CATLG), SAVE TAPE

//   UNIT=(2400,2)

//UTBIN     DD *

         UNLOAD PURPOSE=BACKUP





***** PARTIAL SYSTEM RESTORE *****

//STEP1  EXEC  PGM=UTAU02                RESTORE A DIRECT

//MF4       DD DSN=MF4,DISP=OLD                  DATA SET FROM A PARTIAL

//SYSUDUMP  DD SYSOUT=A                                 DUMP TAPE

//TAPEIN    DD DSN=PDMP.RDMDMP(0),DISP=OLD,

//   UNIT=(2400,2)

//CTRL      DD *

UTLUTAU02RMF4

�SECTION 8  PROGRAM DESCRIPTIONS







8.1  RECOVERY/RESTART PROGRAMS



  a.  FILE DUMP PROGRAMS



    (1) UTAU02 (SMARTDUMP) - 



      This program dumps and restores direct data sets.



    (2) UTAU09 (MINIDUMP) - 



      This program dumps and restores sequentially organized data sets.  This includes dumping and restoring the Volume Table of Contents (VTOC) for each DASD File.



    (3) UTBI06 - 



      This program dumps and restores Indexed Sequential data sets.



NOTE:  These three programs, taken together, make up the system dump/ restore facility.  The indicated reference for each program furnishes any technical details necessary.  Section 6 of this chapter discusses their use in SAMMS and includes several practical examples.



  b.  BACKUP/RESTART



    (1) This is a group of programs which provides the method for recor-ding all changes made by the functional programs to indexed sequential or direct data sets.  They also provide the necessary interface with SAMSAM for restoring these files.  As the functional program updates a SAMSAM data set, the Backup program writes the updated record and, if necessary, the original record to a Backup tape.  These records are written as a separate generation data set for each step of a job, and, if Checkpoints are taken, a new generation is written for each Check-point within the step.



    (2) The restore program has several processing options.  The tape written by the Backup/Restart program may have records from several different data sets recorded together.  The restore program allows the user to restore all of these data sets, or only selected data sets.  The user also specifies which generations of the backup tape are to be used in the restoration process, and whether forward (oldest record first) or backward (latest record first) restoration is to be performed.



    (3) The restoration process first sorts the records for the data sets selected for restoration into the necessary sequence.  It then restores these data sets, serially, using SAMSAM.



    (4) Detailed technical information is available in the reference indicated above.  A detailed description of operating procedures for Backup/Restart can be found in section 4 of this chapter.



  c.  CONTROL INFORMATION RETAIN/RESTORE (CIRR)

�    (1) In the retain mode of execution, this program saves a copy of the SYSCTLG data set located on SAMRS1, and of the PPP.  It is executed in the retain mode as the first step of every SAMMS job (the SAVE Step) and prior to the execution of other selected steps.  Section 9 contains a list of those steps in each SAMMS job which contain a CIRR retain execution.



    (2) In restore mode, the program restores the PPP data set to its original status as of the time the retain function was executed.  It then proceeds to compare the current SYSCTLG data set to the copy of the SYSCTLG data set it saved and will uncatalog and scratch any data sets which appear in the current catalog but do not appear in the saved cata-log.  It also recatalogs any data sets which appear in the saved catalog but which have been uncataloged (but not scratched) since that point.  This, in effect, restores the catalog and all sequential files to their original status as of the time the retain function was executed.  It does not, however, restore the indexed sequential or direct data sets which may have been changed.  The restore function of Backup/Restart must be used to properly restore these data sets before the step can be restarted.



    (3) Further technical details about CIRR can be found in the indicated reference material.  Examples of its use in SAMMS will be found in section 5 of this chapter.



  d.  CHECKPOINT/RESTART



    IBM SRLs C28-6646, C28-6708, C28-6540, C28-6539, C28-6543.



    (1) The Checkpoint/Restart facility records information about a job at programmer-designed points so that, if necessary, the program can be restarted at one of these point.  This information is recorded as a series of records in a data set representing the contents of the pro-grammer's main storage area and certain system control information.



    (2) This process is a function of Checkpoint/Restart and is referred to as taking a Checkpoint.  The resultant data set is called a Checkpoint data set, and each Checkpoint data set is assigned a unique identification called a checkid.



    (3) The Checkpoint/Restart facility also restores the information from the checkpoint data set to the system.  The checkid is used to specify which Checkpoint data set the restart function will process.  The programmer's main storage area and the system control information is reloaded and the data sets are repositioned.  The program is then reexecuted from the point at which it took this Checkpoint in the original run.



Additional technical information is available in the references men-tioned above.  Also, a more detailed description of Checkpoint/Restart and examples of its use are found in section 5 of this chapter.



  e.  SYSTEM CATASTROPHE RECOVERY ASSISTANCE PROGRAM (SCRAP) 



    (1) The System Catastrophe Recovery Assistance Program (SCRAP) is designed to assist in recovering from a failure in which job/step termination did not occur.  Input to this program is the original JCL (override cards included) for the step which failed.  This program will scratch all direct access data sets which were allocated in this step, except those which were assigned DSNAMEs by the Operating System.

�    (2) Technical and operating details are available in the reference mentioned above.



  f.  UTBA25



  UTBA25 is designed to uncatalog data sets prior to a restart from a Checkpoint.  It will also scratch any extents of a multivolume data set which were allocated after the Checkpoint which is being used for the restart written, providing these extents appear on volumes other than the one in use at the time this Checkpoint was taken.  This program will operate only on data sets allocated by the step which is being restar-ted.  It uses the Checkpoint data set as input for this process.

�SECTION 9  RESTART REFERENCE GUIDE







9.1  GENERAL



  The information previously published in this section is furnished on magnetic tape to the Office of Data Systems at each SAMMS Installation.  The information is furnished with each scheduled SAMMS Quarterly Release and is found in the section entitled, Job/Job Step.  The magnetic tape is labeled SKEDREPT and is formatted for printing by the CPO function.  Each SAMMS Center may prepare the number of copies required to meet their centers needs.
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