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1.0 Introduction
1.1 Background

The Department of Defense (DoD) logistics and personnel business processes, including those
involving joint deployments, require vishility of assetsin-storage, in-process, and in-trangt in the
continental United States and dl theaters of operation. Without this visbility, redundant meterid
orders, inaccurate personnel accounting, and a generd lack of confidence in the dependability of
the logistic and personnd, pipeines will continue to plague DoD. The Deputy Under Secretary
of Defense (Logigtics) (DUSD(L)) established the Joint Totd Asset Vishility (JTAV) Officeto
develop a clear, comprehengve plan for implementing an integrated JTAV capability throughout
DoD. This cgpahility isto provide timely and accurate information on the location, movement,
datus, and identity of units, personnd, equipment, and supplies. Achieving JTAV isan
enormous task that involves dl logigtics disciplines and DoD components. Severd organizations
have put substantia effort into JTAV related architecturesin recent years, however their work
was not synchronized nor integrated. In response to this Stuation the JTAV Integrated Process
Team (JPT) was established to develop JTAV Operationd and System “To Be” Architectures.

1.2 Purpose

The purpose of this document isto definethe JTAV System “To Be’ Architecture. The
document provides a summary of the system architecture concept, discusses design dternatives
and issues, and describes the necessary infrastructure and methodology for applying the system
architecture to specific indalations and configurations. The system architecture was intentionaly
developed to be generic in nature; dlowing maximum flexibility to support the differencesin
operationa parameters and technica cgpabilitiesthat exist at individua Sites.

1.3 Scope

This document assumes the existence and infragtructure of the JTAV “Asl|s’ architecture and
provides the information necessary to develop an implementation plan for moving toward a
JTAV “To Be’ system architecture by the year 2000. The document is considered aliving
document and anticipates the incorporation of emerging technologies.



2.0 Development Approach
2.1 C41SR Guiddines

The Command, Control, Communications, Computers, Intelligence, Survelllance, and
Reconnaissance (C4ISR) Architecture Framework was developed to provide acommon basis
for developing architectures that can be universaly understood and readily compared to other
architectures. It will facilitate the reuse of architecturd information and results, and will serve as
the foundation for expangon and integration of architectures across organizationd and functiona
boundaries.

The C4ISR provides the following architecture definitions:

Operational Architecture: Descriptions of the tasks, operationa €lements, and
information flows required to accomplish or support awarfighting function.

Systems Ar chitectur e: Descriptions, including graphics, of systems and interconnections
providing for or supporting warfighting functions.

Technical Architecture: A minima set of rules governing the arrangement, interaction,
and interdependence of al the parts or eements whose purpose is to ensure that a
conferment system satisfies a specified set of requirements.

These definitions darify the distinctions among the types of architectures, emphasizing the
precept operationa architectures present the functiond or logica requirements while the system
and technicd architectures describe the physica capabilities that actualy meet operationd
needs.

2.2 JTAV Operational Architecture Inputs

Development of the JTAV System Architecture is dependent upon receiving inputs from the
JTAV Operationa Architecture that describe process flows and defines the activities, users, and
information exchange requirements (IER). The JTAV Operationa Architecture, Volumel,
Mohilization, Deployment, Sustainment, Employment and Redeployment, defines the current
architecture products provided for JTAV System Architecture development.

2.2.1 Process Flows

The JTAV Process Hows. define the specific activities and events associated with each phase
of awarfighting process, identify which event/activity has an asset vighility requirement; and,
specify the specific users associated with a particular activity/event. The JTAV Operationd
Architecture, Volume |, Mohilization, Deployment, Sustainment, Employment and
Redeployment, Appendix B defines the specific activities and sub-tasks, identifies asset vishility
requirements and specific users associated with each phase of Joint Warfighting.



2.2.2 Information Exchange Requirements (IER) Matrix

The information exchange requirements (IER) matrix defines the requirements for information to
be passed between and among forces, organizations, or administrative structures concerning
ongoing activities. The IERs are built from the information provided by the process flows and
user identification. 1ERsidentify who exchanges what information with whom as well aswhy
the information is necessary and how that information will be used. The IER aso includesthe
information attributes such as qudity, quantity, and type of information. The JTAV Operationd
Architecture, Volume I, Mobilization, Deployment, Sustainment, Employment and
Redeployment, Appendices C, D, and E provides the IERs for use by the JTAV System
Architecture.

2.3 Data Information Requirements Definition

The JTAV Operationd Architecture specifies the users and define the activities/events thet
occurs within a business process, (e.g. Deployment), and identify which of those
activitieslevents have an assat vighility requirement. Based on this input the specific asset
vighility data requirement can be identified.

2.4 System/Database | dentification

Once the specific asset vishility data requirement has been identified, the systems, databases,
and specific data € ements containing the data needed to satisfy the requirement can be
identified. In addition to identifying the specific databases, information on access frequency,
classfication, user location, user interface type, database location and infrastructure
characteristics (communication bandwidth in particular) will be collected.

A lig of the currently identified Assat Vishility Source Systems and Databases is contained in
Appendix A. The databases currently being accessed by JTAV In Thester, together with thelr
interfaces, isliged in Appendix B.



3.0 System Architecture Summary
3.1 Overview

The JTAV system architecture is the foundation enabling total asset visihbility usersto obtain
quality data. Characterigtics of qudity data are accuracy, integrity, bility, timeliness,
relevance, congstency, and completeness. In the total asset vishility sysem architecture, qudity
datais provided through severad different data access methods. This architecture makesthe
data access process transparent to the user. The system architecture components are described
in Section 3.1, Section 3.2 describes the three mgor types of nodes, Section 3.3 detailsthe
interaction between the nodes, and Section 3.4 is adescription of the physical system
configurations at each node.

Figure 3.1-1 depictsthe JTAV business environment inthe“As1s’ System Architecture. The
current architecture congsts of two views: atheater user’s view and an Inventory Control Point
(ICP) user’'sview. AtthelCP, loca business gpplications are used to access both loca and
globdly digtributed shared data. Theater users access asset vighility information from the JTAV
database. The theater architecture componentsinclude:

A user workgtation executing JTAV client functions (query creetion);

A JTAV sarver providing query processing functions using dient server technology;

A JTAV database containing theater specific dataand GTN, DAAS, and ATAV data;
A local LAN providing user accessto the JTAV server and database; and
SIPRNET/NIPRNET communication facilities to download data from CONUS,

The dgnificant architectura characteristics for the“As|s’ architecture are:

Application software resides on the workstation, allowing only one type of workstation to be
used, and dlowing only one user to access the gpplication from the workstetion (single
user/single box);

The architecture is based on client/server technology using afat client, demanding heavy
client resources, and not taking advantage of current web technology;

Information is fused at the time the database is oaded, which does not support Ad Hoc
query capabilities; and

Dataistallored to the theater environment and specific user group resulting in only pre-
staged data being available to users.
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Figure3.1-1JTAV “Asls’ System Architecture

Achieving the JTAV “To Be’" system Architecture, pictured in Figure 3.1-2, requires obtaining
inputs from four sources:

Requirements from the Operationa Architecture effort;

Management direction about issues beyond JTAV’simmediate control;
GCSS design principles, and

Exiging JTAV System Architecture.

System architecture requirements are provided in the form of a Information Exchange
Requirements (IER) matrix produced during the operationa architecture phase. The contents of
the IER are:

Supported Operational Tasks - Military activity supported within deployment, sustainment,
and redeployment processes and identification of asset vishility requirements;

Operation Elements Involved - Producing and consuming nodes for asset vishbility
information supporting that activity;

Description of Information - Description of asset vishility information required;



Data Source - Authoritative source for the required asset visibility information (in terms of
gpplication database) including data dement identification;

Qudity - User requirements for data timeliness, accuracy, and completeness; and

Quantity - The amount or frequency of data required per time period by the consuming
node.

A number of assumptions were made to arrive a the JTAV “To Be” System Architecture. Two
magor assumptions are that communications capacity and response time are not a constraint and
that technology supporting access control will be available.

A third set of architectura congtraints come from the GCSS design principles, and a fourth set
from the existing JTAV prototype architecture. These indude the following:

Data access is primarily an issue to be resolved by the architecture;

Data qudity is the responsibility of the data provider;

Fused information is required;

The architecture must be flexible enough to dlow extenson to GCSS;

The architecture must support data access from COTS and user customized gpplications,
The architecture must be DII/COE compliant; and

The architecture must support amigration path from the existing JTAV system architecture.
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Figure3.1-2 JTAV “To Be’ System Architecture
3.2 System Architecture Components

The components of the system architecture can be grouped into three mgor categories.

client/server interface, data access servers, and Globa Data Access Services (GDAS). Figure
3.2-1 depicts the components of the total asset vighility system architecture. The following
subsections describe each component that makes up the architecture. The descriptions include
adefinition of the component, its basic functiondity, and how this component will provide

and/or receive data.
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Figure 3.2-1 General System Architecture

3.2.1 JTAV User Interface

Thetota asset vishility system architecture will use a client/server architecture for the user
interface. The client/server architecture for the user node is comprised of a user workstation
and atota asset vishility server. The client workdtation requests information or services from
the server. Clients contain the presentation portion of the gpplication. The server hosisthe
software necessary to perform application processing, manage databases, and provide services
to the client. The following paragraphs describe JTAV dlients, JTAV servers are discussed in
section 3.1.2.

Two types of user interfaces will be available in the totd asset visihility system architecture.
User sites can choose between atraditiona client/server configuration and aweb browser/web
server configuration. This choice alows users to select the configuration which best suits their
needs &t the time of JTAV implementation. Due to the enhanced capability of web technology,
it is recommended that dl user Stes eventualy move to the web browser/web server solution.
Many user gtes are dready using web technology to access applications and will be able to use
the web solution right away. For those Stes gill using traditiond client/server methods, an
incrementa implementation of web technology will reduce the impact of training and cost on the
gte.



a. Application Client Workstation

Users have the option of creating an ad hoc query or using a canned query provided by the
goplication. Once auser has requested a query, the gpplication client software will build a
Structured Query Language (SQL) query. The client then sends the query to the gpplication
server for processng. Periodically, the client polls the server for the completion status of the
query. Onceit getsthe proper signd, the client reads the results from the application server and
displays the results to the user.

b. Web Client

The web client uses aweb browser to provide a universa client interface for dl gpplications
using World Wide Web (WWW) based protocols and standards, for example HyperText
Transfer Protocol (HTTP), and HyperText Markup Language (HTML). HTTP providesthe
protocol for communication between the client browser and the web server, while HTML
provides the standard format for ‘ pages or documents transferred from the web server for
display within the web browser.

3.2.2 JTAV Application Servers

User requirements will determine the type of client/server configuration. In some casesthe
server will be atraditiona application server and in others aweb server will be used.
Regardless of the client/server configuration a user node decides to implement, total asset
vighility dientswill be“thin” dients. This meansthat the bulk of the application processing will
be done on the server rather than the client. This architecture has many advantages. The
primary advantage is that it offers centra control over the gpplications. In addition, thin client
architectures place hardware requirements on the server rather than the clients.

a. Traditional Application Server

Once the gpplication server receives a query from the client workstation, it begins to process
the query. The application server performs any necessary trandation of the query and then
executes the query. When the query has finished executing, the application server prepares the
results to be returned to the user. Thisincludes any trandation required to present the query
resultsin the proper format. The server then stages the results for access by the client
workstation.



b. Web Technology Application Server

The Web server interacts with the client browser through the HT TP protocol to supply pages or
‘screens’ to the client workstation. Asthe client selects from pick lists on his browser interface
to navigate from one screen of the application to another, the web server returns the appropriate
page and component objects (such as graphics) for display on the client browser. The web
server can be congdered alibrarian for the totd asset visibility system, which selects
gppropriate documents from the web server’ s repository for ddlivery to the client, based on its
indicated choice.

In the web server, HTML documents will be dynamically generated from data stored in
relational databases and other datarepositories. These technologies rely on a standardized
methodology such as the Common Gateway Interface (CGlI) or on a documented Application
Program Interface (AP!) to activate scripts or applications which communicate with the
supporting database. The web server is made up of the four modules shown in Figure 3.2-2
and described below.

COE Based
APIs JTAV

0ooogo

Query/Fusion Processor

Client/Server Interface

Figure 3.2-2 Application or Web Server Architecture

Web Client/Server Interface - ThisisaCOTS product and acts as afront end to the
other modules of the web server. The server interface is the module that communicates with
the client web browser. This alows users to use a sandard COT S access method to reach
data hosted on disparate systems.  The communication mechanism between the server
interface and the client is through an intranet or LAN.

Query / Fusion Processor - To originate the query, the user will do one of two things.
Either he will submit a canned query, or he will create an ad hoc query. The ad hoc query is
built through the use of web pages that resemble formsto befilled out. Each blank line of
the form will either require the user to type input or will have adrop down pick list that the
user selectsfrom. These pick lists are drawn from their respective databases. The user’s
selections determine which route the query will take. GDAS pick ligts are based on a
metadata dictionary, giving acommon view of data. GTN pick lisgts are dynamically created
asthe user makesinitia choices. JTAV pick ligs are based on a combination of fixed
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menus and dynamicaly created ligs. These ligs are built by incrementaly narrowing the
user’s area of interest.

The query processor responds to requests from the web browser for dynamic web pages
by activating the script/program associated with that page. The associated program
formulates the query, devel ops the page templates, and activates, through the web server
AP, the associated gpplication on the query processor.

After the result set is ddivered back to the requesting program by the data access server, it
is merged with the satic page template as shown in Figure 3.2-3. The merged document is
sent back by the query processor to the web server, which then transfersit for viewing to
the web client. It isthis mechanism which alows the web pagesto display current, up-to-
date information from the data providers data repositories.

Page
Template

Client Web
Page

—Pp Script

Data Access
Server Query
Result Set

Figure3.2-3 Dynamic Web Page Generation

COE Based, JTAV APIs - These APIs dlow the web server to communicate with thelr
respective data access servers. They are implemented in accordance with the requirements
of the source system. COE based APIs are standardized API's used to access segments of
the DIl COE.

3.2.3 Data Access Servers

Data access servers are the primary mechanisms that provide information to total asset visihility
users. There are three main points of data collection in the totdl asset vishility system
architecture: shared data resource servers, local servers, and enterprise servers. Each of these
systems obtains data from authoritative sources and aggregates the data in the manner that is
useful to the total asset vighility user.

Shared Data Resource Servers - Shared data resource servers will be located in
CONUS. These servers are a collection point for directly downloaded legacy data. This
datais stored in a centralized database and managed as corporate data. There are severd
reasons these data servers are necessary:: there may be no direct access to operationd data,
increased reliability, better performance, enhanced security, and the avoidance of impact to

11



operationd data. Usersinteract with these servers through the use of globa data access
sarvices (GDAYS).

Local Servers - These servers are a collection point for directly downloaded asset vishility
data Thester usersinteract with these servers via the client/server interface usng aJTAV
API. CONUS users must access JTAV data through the use of GDAS. JTF unitswill
maintain their own loca servers from downloads of the in-theater locd deta. Thiswill dlow
the JTF to have a portable copy of the data. In-theater local servers currently receive
downloads from the following sysems. ATAV, DFAMS, DBSS, SBSS, RFITV, FITS-
Navy, AMS, JTRACS, USAF-Unit Equipment, and CAS.

Enterprise Servers- There are currently two systems which supply enterprise services.
The Globa Transportation Network (GTN) System and the Defense Automatic Addressing
System (DAAS)/ Logidtics Information Processing System (LIPS). GTN is a centrdized
system that gathers trangportation data from many disparate systems, aggregates the
information, then downloads the information to itsusers. The GTN system will have a
separate enterprise database containing replicated GTN datathat is of interest to total asset
vighility users. GTN'sinterface with asset vighility users will be via COE based APIs. The
DAASLIPS system is comprised of many databases containing information pertaining to
requistions. DAAS will dso provide data to asset vishility users through COE based
APIs.

3.2.4 Global Data Access Services

Globa Data Access Services (GDAS) are mechanisms which provide data, direct queriesto
the proper location, and trandate data to the desired format. Interaction with other systemsis
done through the use of a standard application program interface (API), or stored procedures
(SP). GDAS segments are shown in Figure 3.2-3. GDAS functiondity is described following
the figure.

Data Access Control

Dictionary | Data Access| Directory

APIs

Daa Trandation

Figure 3.2-3 GDAS Architecture
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Data Trandation Service- provides the processes necessary to access datafrom
databases using unique protocols and formats. This service uses the conceptud to logica
metadata mappings from the data dictionary to identify the logicd tables necessary to
respond to the user query. For smple queries, table joins can be built dynamicaly and are
limited to only the required columns. More complex queries use a predefined conceptud
view that appears aslogicd tablesin the data dictionary.

Data Access Control Service- implements DoD security policy on access to two
different processng environments. Thefirgt is an environment where datais & most
sengtive but undlassfied while the second is a classfied environment operated in asystem
high mode. User accessis based on community of interest. The Data Access Control
Serviceisintegrated with the data access service and supports ad hoc queries for data
across the globa shared data environment.

Data Directory Service- providesinformation on the location of data modules within the
shared data environment. Thisinformation is used by the Data Access Service to route
requests for data to the appropriate data stores.

Data Dictionary Service- provides metadata describing the common view of datawithin
the shared data environment and mapping information required to trandate legacy datainto
the common view. The Data Dictionary Service is used by the Data Access Service to
trandate queries of datain data stores and to trandate data retrieved from legacy data
gtores into the common shared data view.

Data Access Service - interprets the user request to retrieve data, execute the requested
function, and provide gatus information to the user. In those cases where aretrieval request
requires data from multiple databases these mechanisms provide for data trandation and
aggregation as required. The Data Access Service retrieves legacy data via stored
procedures (SPs).

3.3 Node Definition

The tota asset vighility system congsts of data user nodes, data provider nodes, and
communication nodes. The data provider nodes are further divided into Globa Data Access
nodes, JTAV nodes, Enterprise nodes, and Service/Component/Agency nodes. Figure 3.3-1
graphically depicts the classes of nodesin the total asset vishility architecture. The types of
nodes are described in the following sections. The system configuration of each node typeis
described in section 3.4.
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Data Provider Nodes

Enterprise
Node
Local
Global Data Node
Access Nodes

Service/
Component
Nodes

Communication Nodes
DISN
Node
Internet
Nodes

Public
Communication
Nodes

Data User Nodes

Figure3.3-1 Total Asset Visibility Nodes

3.3.1 User Nodes

User nodes will be configured in a client/server architecture. In most cases users, bothin
theater and in CONUS, will interact with the other nodes of the system through the use of a
web browser. Thisweb browser links through an intranet to aweb server. The users send ad
hoc or canned queries to the web server. The web server then returns the resultsin an HTML
format to the user. Some exceptions to the use of web browsersin the client may exist. In
these cases, an gppropriate client/server architecture will be constructed for these Sites.

Thefollowing list representsthe JTAV user group:

Joint Chiefs of Staff (JCS)

Atlantic Command (ACOM)
European Command (EUCOM)
Centra Command (CENTCOM)
Pacific Command (PACOM)
Southern Command (SOUTHCOM)
Specia Operations (SOCOM)
Space Command (SPACECOM)
Strategic Command (STRATCOM)
Trangportation Command (TRANSCOM)
Joint Task Force (JTF)

Service Headquarters
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Component Inventory Control Point (ICP)
Component Command

Service Repair Depot

Digribution Warehouses (DLA)

Wesgpon System Management

Service Retall Inventory Management

3.3.2 Data Provider Nodes

Data provider nodes are respongble for providing the highest qudity data possible to the total
ast vighility user. These nodes will be located throughout the world. The mgor data
provider nodes are listed below:

GDAS Nodes

JTAV Nodes

Enterprise Nodes

Component / Service /Agency Nodes

3.3.3 Communications Nodes

High level communication will be provided throughout the total asset visbility network via
DISN. Depending on the leve of security, long haul communications will be provided by
NIPRNET or SSIPRNET. In theater, communications are established using available
infrastructure. Thester users may use land lines, satellite communications, celular phones, etc.,
or acombination of methods.

3.4 Node Connectivity

This section describes the interconnection of the tota asset vigibility nodes identified in section
3.2. Thisinterconnection is described in terms of query information flows (IF) and node
connectivity (NC) diagrams with system overlays. Figure 3.4-1 shows an example of aquery
information flow. The node connectivity diagrams with system overlays describe connections
between two nodes. In most cases, the nodes used in the diagrams are generic nodes, e.g.
“Legacy System Node.” However, some specific nodes are described, e.g. “DAASC Node.”
These diagrams show the node activities, what datais passed from one node to the next, which
systems are used to process the data, and the communi cations mechanism between the nodes.
Figures 3.4-2 through 3.4-4 are the node connectivity diagrams that correspond to the
information flow shown in figure 3.4-1. Appendix C containsal of the information flow and
node connectivity diagrams for the total asset vighility architecture.

Figure 3.4-1 shows the query information flow from an in-theater user workstation to alegecy
system and back to the user workstation. The user submits aquery through the application
server or its web browser located on the user workstation. The application or web server then
processes the query and routes it to the proper data access provider. In this example the query
is passed to the GDAS. GDAS then locates the data the user is interested in, trandates the
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query into the format the shared data resource server uses, and sends the query to the shared
data resource server. The shared data resource server then requests the information from the
legacy sysem. Information is downloaded to the shared data resource server from the legacy
system. This server then passes the information to GDAS through a set of stored procedures.
Next, GDAS trand ates the data to the desired user format, and passes the information to the
gpplication or web server usng astandard API. The results of the query are then returned to
the user. If the user isaweb client, the web server creates the web page that it will send to the
user and passes it dong to the web browser on the user’ s workstation.

Client
Workstation

Query Results
Via Application /
HTML Pages

Query Flow

Query Via
Application /
Web Intranet

Application /
Web Server 7 Routed Query
Via COE Based API

Translated Query Results
Query Global Data ]

Translated Query
Via Stored Procedures

Query Results
Via Stored Procedures Shared Data
Resource Server

Data Via Legacy
Database Download

Query Results Flow

Via API
Access Service

Download
Request

Legacy Data
Source

Figure 3.4-1 Query / Query Results Flow from User Workstation to L egacy System

Figure 3.4-2 shows the interconnectivity of the Legacy system node and the shared data
resource node. The shared data resource node must collect data that has been requested by
the user from the legacy node. Once the shared data resource node submits its request for
data, the legacy node will provide the information. Data which may be exchanged between the
two nodes is requisition data, in trangt data, personnd data, medica supply data, etc. Because

the information being exchanged is sengtive but undassified (SBU), the two nodes communicate
through NIPRNET.
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NIPRNET
Info Exchange Requirements l
*Requisition Data Activity
|n Transit Data Provide
*In Storage Data ommunication Communications
*In Process Data Node Infrastructure
*Personnel Data
Data Resource
Activities Activities
* Provide e Collect
Requisition Requisition
Data Data
Provideln Legacy GDAS e CollectIn
Transit Data . . Transit Data
Provide Applications . Collect
Personnel Personnel
Data Data

Figure 3.4-2 L egacy System to Shared Data Resour ce Node Connectivity/System
Overlay Diagram

The shared data resource node s role in the node to node connection shown in Figure 3.4-3 is
to provide the asset visibility data it has collected to the GDAS node. To transfer the data, a
specific set of stored procedures will be used. These stored procedures perform dl the
processing necessary to trangition the data to the GDAS node. GDA'S nodes and shared data
resource nodes will communicate over the NIPRNET, and in some cases through a LAN.
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NIPRNET
Info Exchange Requirements
*Asset Visibility Data ] ) Acn;;s:/ide
Communication Communications
Node Infrastructure
Activity Shared GDAS Acti;itm ¢ Asset
Provide Asset Data Resource ollect Asse
Node Visibility Data
Visibility Data Node
Stored Procedures GDAS

Figure 3.4-3 Shared Data Resour ce to GDAS Node Connectivity/System Overlay
Diagram

Figure 3.4-4 showsthe find interconnection in this information flow: the connection between the
GDAS node and the User node. The GDAS node provides asset vishility data, requisition
data, in-trangit data, personnd data, medica data, etc. to the User node. GDAS links to the
User node' s gpplication or web server viaa COE based API. The server then sends the
information it has collected to the user workgtation's client interface or web browser. The
GDAS node and the User node will communicate usng NIPRNET. In caseswhere the GDAS
node is co-located with the user node, the two nodes may be part of aLAN.

Info Exchange Requirements

*Asset Visibility Data
*Requisition Data
eIn-transit Data
*Personnel Data
*Medical Data

Activity

e Provide Asset
Visibility Data
Provide
Requisition Data
Provide In-Transit
Data
Provide Personnel
Data
Provide Medical
Data

GDAS

NIPRNET
LAN
Activity
¢ Provide
. . Communications
Communications Infrastructure
Node
Activity

User
Node

COE Based API®
Web Technology.

Collect / Request
Asset Visibility
Data

Collect / Request
Requisition Data
Collect / Request
In-transit Data
Collect / Request
Personnel Data
Collect / Request
Medical Data

Figure 3.4-4 GDASto User Node Connectivity/System Overlay Diagram
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3.5 Node Configuration

This section will describe the system configurations at each node. With the exception of the
DAASC node and the USTRANSCOM node, the system configurations are generdizations of
the equipment, software, applications, network configurations, and communications that will be
present at each unique Site. Uncompressed diagrams and amore detailed description of the
system configurations are contained in Appendix F.

3.5.1 User Nodes

User nodes are unique to each site. Figure 3.5-1 shows a generdized tota asset vighility user
node. In generd dl user workstations will be DIl COE compliant workstations. Criticdl to the
user node are the web browser on the workstation and the web server. In cases where web
technology isnot in use, a customized total asset vishility client/server interface will be used.
Some user nodes may aso host aJTAV server and/or a GDAS server. The user nodes can
support both loca and remote workstations. User nodes may be secret environments,
unclassfied environments, or a combination of both. Appendix F showsthe system
configurations of two more specific user nodes.

World Wide
Web

CAS A/B/IC  DO35
SBSS AFEMS
MAARS Il AMMO-LOGS

cMmos DAAS

I
TC-Al X
MTMS GDSs
WPS JALIS
GO081/IC3  CFM
AMS NAOMIS
— CAPSII TC-ACCIS
. 2
ser Workstation ser Workstation
i i
W

Unclassified
Environment

Ao

Classified JTAV Server

Secret Environment

Figure 3.5-1 Total Asset Visbility User Node (General)
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3.5.2 JTAV Nodes

Figure 3.5-2 depicts the generd system configuration of aJTAV node. The key ements of the
node are the JTAV data and communications servers, the GDAS sarver, the web server, and
the secure network server.

It isimportant to note that this node is a combination of secure and non-secure environments.
While logigtics datais sendtive but unclassfied information, users of the data may work only in
classfied environments. Therefore there is a one way secure guard server between the secure
and non-secure environments. This server dlows JTAV datato flow from the unclassified
environment into the secret environment, thus alowing remote users to access JTAV data over
SIPRNET.

m ] Local Area Network

Unclassified

Environment ~ Communications ~ Server

(D I cure Local Area Network ] )

Secret Environment

Figure 3.5-2 JTAV Node System Configuration (General)

3.5.3 USTRANSCOM Node

The USTRANSCOM node hogts atechnicaly complex system configuration. Condtraints such
as security and access to many disparate legacy systems create the need for a sophisticated
architecture. Figure 3.5-3 depicts asmplified verson of the USTRANSCOM node. This
node is comprised of secure and non-secure servers as shown in the figure.
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Figure 3.5-3 USTRANSCOM Node System Configuration

3.5.4 DAASC Node

The DAASC node provides many data and communication related services. Thefocusin the
tota asset vighility architecture is on the data that this node provides. Therefore, asmplified
verson of the DAASC system architecture is presented in Figure 3.5-4. DAASC isarich
source of aggregate requigition data. The Logistics Online Transaction System (LOTYS)
database is the primary storage location for logistics requisition data. The DAASC nodeis
duplicated at a second physicd location for redundancy purposes.

SAMMS

f— ~
T

e e e e
"
U

Figure 3.5-4 DAASC Node System Configuration
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3.5.5 Component / Service/ Agency Nodes (Data Sour ces)

Each component, service, and agency has a unique system configuration. For that reason it is
not possible to describe or diagram them dl. A generdized diagram of a Defense Megacenter
isshown in Figure 3.5-5 to demondtrate the genera configuration needs of atotd asset vighility
data source.

aaaaaaaaaa

Figure 3.5-5 Defense M egacenter Node System Configuration (General)

3.5.6 Communications Nodes

All communications between the total asset visibility nodes will be accomplished using existing
communications infrastructure. Wide area communications will be achieved through the use of
DISN’s NIPRNET and SIPRNET and commercia WANS. Loca area, metropolitan area,
and campus area communications will be provided by the locd infrastructure usng COTS
LANs, MANS, or CANswhere appropriate. As necessary, commercial communication
methods such as land lines, satellites, and cellular services will be used.
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4.0 Dedsign Criteria and Alternatives
4.1 Overview

The Joint Total Asset Vighility network is made up of many data provider and user Stes. Each
of these Stes has characteristics that make them unique. Designing onetotal asset vishility
systems architecture solution for dl of these unique Stesisimpossible. Therefore, this document
isintended as guidance to the Site system architecture implementers. This section isintended to
provide system architecture dternatives, criteriafor anayzing the dternatives, and generd
recommendations. Site implementers of this architecture must make the decisons asto the
optima choicesfor their Ste.

4.2 Evaluation Criteria

In the following sections, eements of the system architecture design are discussed.  Severd
possible dternatives exist for implementing the user interface, data access mechanisms, access
control, data locations, and data security. The adternatives should be carefully andyzed and
evauaed usng the following criteria

Meets Operationa Requirements

Data Qudlity and Timeliness
Responsiveness

Life Cycle Cost

Ease of Use

Rdiahility, Mantainability, and Availability
Hexibility

Ease of Trangtion

Findly, any design decisons made must be scrupuloudy assessed with regard to their effect on
the warfighter. These criteria are general enough to be useful across the network of total asset
vighility nodes and across the system architecture desgn dements. Criteria can be ranked or
welighted by implementersto reflect the system architecture requirements at their Ste.

An example of criteriaweighting isgivenin Table4.2-1. Criteria are assgned aweight between
1 and 5, 5 being the highest or best. Then each dternative is given a score for the criteria
between 1 and 5, 5 being the highest. It isimportant that the criteria be worded such that a
score of 5 isthe highest score thet it can receive. For instance, unless the word “low” is added
to the “Life Cycle Cost” criteria, a score of 5 would indicate a negative impact but Hill give the
dterndive ahigh score. The criterion weight is multiplied by the aternative score, giving the
weighted score. After the aternative has been given aweighted score for each criterion, the
dternative' s scores are added up.  The dternative with the highest weighted score is the best
solution. In thisexample, the dternatives have the same raw score. However, when the scores
are weighted, dternative B isthe best solution This demongtrates how criteriaweighting can be
used to tailor the evauation criteriato reflect loca user and system requirements.
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Table 4.2-1 Alternative Analysis by Weighted Criteria

Criteria Criteria  Alternative Alternative Alternative Alternative
Weight A A B B
Score W eighted Score Weighted
Score Score

Meets Operational 5 3 15 4 20

Requirements

Data Quality and 4 4 16 3

Timeiness

Responsiveness 3 5 15 4 12

Life Cycle Cost (Low) 4 4 16 5 20

Ease of Use 2 4 8 3 6

Rdiahility, 4 4 16 4 16

Maintainaality, and

Availability

Hexibility 3 3 9 4 12

Ease of Transition 3 4 12 4 12

Total Score 31 107 31 110

4.3 User Interface

One of the requirements of the JTAV system architecture isto provide the tota asset vighility
user with aunified user interface. In various DoD programs thisis referred to as* any user, any
box, anywhere,” “fused picture,” “one picture, one net,” etc. What these terms actualy mean is
that there will be one standard user interface for any tota asset vighility user. Behind thissingle
view isthe globa data access network of logistics. This new architecture alows users to access
data that they have not previoudy been able to access but are authorized to use. Accessto this

data is obtained through one user login.

4.3.1 User Interface Alter natives

There are saverd dternatives for the user interface. All dternatives must comply with DoD

gtandards such asthe Technicad Architecture Framework for Information Management

(TAFIM), the Defense Information Infrastructure Common Operating Environment (DIl COE),

and the Joint Technica Architecture (JTA). Itisaso criticd for the user interface to be

competible with commercid industry standards. The DoD will continue to migrate toward open
systems design and increase its use of commercid off the shef (COTYS) products. The JTAV

system architecture supports the continua change of technology.
Evduation criteriafor the dternatives are listed below:

Fused picture — how well the dternative provides one sandard interface to al users;
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Compliance with standards — how well dternative complieswith al published DoD
standards;

Commercid Compatibility — how compatible the dternative is with commercid products
and standards; how much it resembles commercia products;

User familiarity — how familiar the average user would be with this type of presentation;

Performance — the speed of the dternative' s response time; and

Resource requirements — congtraints placed on the dternative by resource requirements
Three dternatives are under consideration in DOD today:

Client/Server Client Interface— built to comply with DoD standards, also designed to take
advantage of user familiarity with commercid defacto dandards. Thisdternative is built
with a specific goplication or goplication environment in mind.

Web Client Interface— a COTS product, complies with al DoD standards. This client
dternative provides a flexible user interface that can be used to support access to many
gpplications and environments.

Graphic/ Map-based Client Interface — this client interface uses maps to present query
results. Instead of atext based presentation, the user will see the assets they have inquired
about overlaid on their geographical location. This interface provides an intuitive user
presentation.

4.3.2 User Interface Recommendations

The web-based dlient interface should be implemented wherever economicaly and technically
feesble. Thisdient interface will provide the most flexibility for the tota asset visibility user.
Users who require highly complex and large query processing may eect to maintain traditiona
client/server interfaces. However, these users will require high-end workstations. The
development of a map-based client interface is a future option for total asset vishility users.

4.4 Data Access

Data access is the primary purpose of the JTAV capability. Tota asset vishility users must
have access to the highest qudlity joint data. In order to meet this requirement, the JTAV data
access architecture supports a combination of data access methods tailored to fit the specific
user/application requirements.

4.4.1 Data Types

Totd asset vighility users will need to access data of three types:
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Legacy Data- datawhich is rddively inaccessble by today’ s interoperability standards.
Thisdatais generaly not standardized, and trandation and data manipulation must occur to
make it usable across the total asset vishility network.

Shared Data - data that has been identified as corporate data. This datais standardized,
created by only one authoritative source, of high qudity, and is separated from applications
to make it widely available to other gpplications and users.

Loca Data- datawhich isdirectly gpplicable to the user’ sbusinessarea. The user has
expert knowledge of thisdata. This data may or may not be standardized. Regardiess, no
trandation or manipulation must occur for the user to accessit.

4.4.2 Data Access Factors

Nine factors affect total asset visibility data access. Anayss and prioritization of these factors
will provide input into the to-be data topology design. The factors are defined as follows:

Data Usage - how the total asset visibility userswill usethe data. For instance their local
datawill be used in their day to day operations and they can create, read, update, or delete
the data. On the other hand, legacy datawill be used for informational purposes only.

DataL ocation - where the datais stored in relation to the total asset vishility user.

DaaVolume- how much of thistype of dataexids. Shared datais evolving as more and
more data sharing partnerships are established and more corporate data is identified.

Access Freguency - how often the total asset vishility user will accessthistype of data.

User Subject Knowledge - how much auser knows about the data, its existence, location,
and meaning.

Data Standardization - whether or not this type of datais typicaly standardized in nature.
Access Mechanism - how the totdl asset vighility user will accessthe data. Globad Data
Access Services (GDAS) will be used to access some of the total asset visihility data, other
datawill be accessed using native gpplication methods.

Replication of Data- whether or not the datawill haveto be replicated. A replicateisa
fully controlled table copy with a system-leve relaionship to the authoritative source and a
system+level update control mechanism.

Response Time - how quickly the results of aquery, or operation are returned to the total
ast vighility user.
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Table 4.4-1 relates the data access factors listed above to the data types listed in section 4.4.1.
Table 4.4-1 Data Access Factorsfor Total Asset Visibility Data

Data Type
Data Access Legacy Data | Shared Data Local Data
Factors
Data Usage Ad-hoc Queries Query Production/ Operational
Data Location Globally Distributed Globally Distributed User Business Area
Data Volume High Evolving Low
Access Frequency Low Low-High High
User Subject Low Low - High High
Knowledge
Is Data Standardized? No Yes Both Standard and Non-

Standard Data

Access Mechanism GDMS Native / GDMS Native
Replication of Data Possibly Yes Possibly
Response Time Slow Varies Fast

4.4.3 Data Access Control

The JTAV environment encompasses two levels of security environments. In generd, logistics
datais condgdered sengtive but unclassified (SBU). JTAV will be operating in user
environments that are classfied and operating a system high leve. In these environments,
JTAV information must be transferred from an unclassified environment to a secret environment.
JTAV will accomplish this through the use of one way security software. Information can come
in to the classfied areq, but no information can leaveit.

Access must be controlled at two physical levels. Loca data access requires user identification
and authentication (1&A). Loca 1&A, typically the responsbility of the base or base
commander, can be accomplished by using locdly defined and managed mechanisms or by
using mechanisms provided by GDAS. If locad mechanisms are used, the global data manager
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must be modified to accommodate them. The GDAS mechanisms use Role Based Access
Control (RBAC).

Globa access control is necessary to protect remote data sources from unauthorized access. A
different gpproach to access control is required in a distributed environment, because of the
increased volume of database access. SBU environments will use GDAS Organizationa Based
Access Control (OBAC). Using this method, access to a database is determined based on the
user’ sorganizationd affiliaion. Classfied / System High environments will retain access control
based on user identification.

4.4.4 Data Access Recommendations

In the total asset vishility system, data will be accessed using a combination of methods.
Because data sources and data user Sites are somewhat unique, solutions to data access must
be tallored to each Stuation. Data architecture desgners must carefully andyze user
requirements, data types, data access factors, and data access control to determine the best
method for each case.

45 Data Quality

Data qudity is defined in DoD 8320.1-M as “The correctness, timeliness, accuracy,
completeness, relevance, and accessibility that makes data appropriate for use” The god of
dataqudity isto “ensure that DoD operations and decison making are supported with data
meeting needs of availability, accuracy, timediness, integrity, and need-to-know requirements.

The JTAV data environment will foster data quality by using the data s authoritative source and
by using shared data whenever possible. Shared datais created once by the authoritative
source and accessed as needed by multiple users. Data sharing promotes quality by reducing
the incong stencies that may arise from multiple creation and trandation.

4.6 Data Topology

The JTAV data topology describes the placement of data at locations within the enterprise. The
purpose of the data topology isto improve access to data with higher quaity, with greater
efficency, and a reduced cogs. To achievetota asset vishility users business and functiona
requirements, a to-be data topology for the JTAV data environment must be designed.

Through the analyds of the as-istopology, aclear picture of the optimum to-be topology will
emerge. Datain the as-istopology will be andyzed for consstency, timeliness, security,
religbility, survivability, and communications. Armed with this information, decisons of where to
place tota asset vishility data can be made.

There are severd possible datalocationsin the total asset vishility architecture. Datamay be
located at the originating source. Thisisreferred to as“in-place”’ data. Shared data resources
offer additional storage for corporate data. Another data location isthe JTAV in CONUS data
server. Findly, datamay belocated at JTAV gStesin theater. There are trade-offs associated
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with each data location dternative. Keeping data in-place offers high rdiability, but may
provide unacceptable responsiveness. Shared data resources are tailored to provide data that
isof interest to the totd asset vishility user population. Datain thegter is usualy the most easily
user-accessed data. However, it may aso bethe oldest data. The pros and cons of each
dternative listed below must be carefully andyzed. The data location dternative that most
closgly matches the user data requirements should be implemented. It isimportant to note that
the optima data location may be different for different types of data Thusameding of dl four
dternatives will characterizethe JTAV data architecture. Table 4.5-1 displays some data

location dternatives.

Table4.5-1 Total Asset Visbility Data L ocation Alter natives

Data Location
Alternatives

Pros

Cons

In-Place: Data contained in the
originating source database

Data is current, highly accurate,
JTAV users can access only
when they need data

Response time may be poor,
data may need translation

Shared Data Resource: Data
located in designated corporate
databases

Data is in sharable format,
easily accessible, JTAV users
pull data as needed

Data is not as current as at
source, must manage replication

JTAV: CONUS: Data contained in
a JTAV database in the
continental U.S.

Data is directly pertinent to
JTAV user requirements, data is
easily accessible to JTAV users

Currency of data degraded, data
must be pushed, amount of data
to be stored increases

JTAV: In-Theater: Data
contained in a JTAV database
located at a user site

Fast response time for users,
data accessible at all times

Data currency suffers, must
manage replication and
synchronization, must store
large amount of data

4.7 Data M anagement Responsibility

The purpose of data management is to ensure that authorized total asset vishility users have
access to data that meets defined standards of quality and security. Data management in the
JTAV data environment is concerned specifically with corporate data and must ded with
requirements for sharing, pogitioning, and managing datain a distributed environment. A unique
agpect of data management in the JTAV environment is that none of the deta that the JTAV
capability usesisoriginated by JTAV. This aspect creates some unusud data management
issues. JTAV data managers must work closdly with the data managers from al of the systems
that JTAV receives data from. Business agreements must be established between the data
provider and JTAV. These business agreements ingtitute policy and procedures between the

data sharing partners.
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In the legacy environment, common information is exchanged through interfaces with data being
trandated as necessary for use by different gpplications. Or common information is represented
by the crestion of redundant data ements, each used in stovepipe fashion by different
goplications. In order to make data available to total asset vishility users, corporate data must
be placed in a shared data resource and reflected in the corporate, or global, data repository so
that users can accessit.

A database may contain local data, corporate data, or both. Loca datais that datawhichis
only used by loca applications and users. Corporate datais datathat is shared globaly among
authorized systems and users. The globa data management servers host the globa data
repository used to access corporate data from distributed databases, but each database may be
associated with aloca repository that contains the metadata used by the loca database
management sysem (DBMS) to manage the locd data. Corporate data can remainin aloca
database if the loca database can act as one of the total asset visibility shared data resources.
Thisisthe case of in-place data access. Otherwise, the data will be moved to a designated
corporate shared data resource.

Corporate shared data resources will require effective data management to neutralize potentia
problems. Two of the more serious problems that are controlled by data management are:
uncoordinated changesto JTAV or source database structure, and data which is out of synch,
caused by mismatched update cycles, etc. Neglecting effective management of the JTAV data
could result in users getting incomplete, incorrect, or out of date data.

Regardless of the location of the data, it will sill be managed locdly with established data
management procedures. However, it must dso be managed at aglobd level to mantainit asa
part of the total asset vishility systlem. Effective globa data management ensures.

Changes to data attributes or the database structure of JTAV or source databases are
coordinated with al affected parties,

Globa data creation, retrieval, update, and deletion privileges are clearly established and
enforced,

Data changes are synchronized throughout al database sites; and

Database maintenance responsibilities are clearly established, to include supporting software
such as database engines and global databbase communication.

Failure to provide effective globd data management will result in JTAV and source database
mismatches, the promulgation of invalid data, and database out- of- synchronization conditions.
At aminimum JTAV data management procedures will have to encompass the following
subjects:
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Providing Data Access

Controlling Data Access

Ensuring Data Security

Ensuring Data Qudity

Managing Digributed Data

Managing Fragmented Data

Managing Replicated Data

Coordinating Heterogeneous Data Sources
Managing Globa Data Dictionary and Directory
Managing Globa Repository, Models, and Metadata
Congtructing Data Mappings

Maintaining Local Modes, and Databases
Coordinating Data Synchronization

4.8 JTAV Security

The JTAV environment must comply with security standards that the DoD has indtituted. These
policies can be found in DoD 5200.28-STD, “DoD Trusted Computer System Evauation
Criteria Standard” and NCSC-TG-021, “ Trusted Database Management System
Interpretation.” At aminimum, JTAV must support security for sengitive but unclassified (SBU)
data The JTAV capability will address these security issues by enforcing data security and
access contral.

Aswith data management, the respongbility for defining security requirements, including
classfication levels, belongsto the locd data administrator. However, JTAV, asauser of that
data a0 has data security responghbilities. JTAV mugt, a aminimum, ensure that the datait
receives and distributes to usersretains:

Confidentidity - data must not be disclosed to unauthorized users, and
Integrity - datamust not be accidentally or maicioudy atered or destroyed.

To achieve thisgod, the JTAV data architecture must provide the environment to prevent the
following security breeches:

Unauthorized Access - inadvertent or intentional access of restricted data;
Human Error - inadvertent changes or disclosure by authorized users;

Internd Mdlice - mdicious changes or disclosure by authorized users;

Externd Malice - mdicious changes or disclosure by unauthorized users,

Virus - unauthorized introduction of destructive software; and

Physica Loss- dedtruction of equipment or facilities by naturd or hogtile action.

The JTAV environment must also support the security plan for the logistics community at large.

In order to support these globd initiatives, the JTAV environment must be cagpable of integration
with the various security approaches being developed by other DoD initiatives.
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4.8.1 Security Requirements Description

JTAV information protection will include the proper levels and types of access control and
assurance of availability, despite expected threats, required to assure secure in-thester vishility
of assetsfor the warfighter. Range and levels of assurance vary widdly acrossthe JTAV
sources, data, and users. Therefore, no single security solution is expected to meet dl the
security needs. The following factors will be considered in deriving the appropriate security
solution:

Logigtics data is sengtive but unclassfied (SBU);

Both system high and SBU operationd environments;
Replication from SBU to system high environments required; and
JTAV sources have different levels and types of access control.

Six security adminigtration services are required to satisfy DoD security standards:

Accountability — enables activities to be traced to individuals who may then be held
responsible for their actions. Similar to identification and authentication (I&A).

Access Control — mediates, monitors, and controls access to information or to resources of
an information system, ensuring access by only authorized users.

Confidentidity — protects data from unauthorized disclosure during communications.

Integrity — ensures that datais transmitted from the source to the destination without
undetected dteration.

Non-repudiation - protects againg the denid by one of the entities involved in information
exchange of having participated in the exchange.

Availability — ensures reliable and correct operation of information and system resources.

4.8.2 Security Mechanisms

There are many security methods available for providing accountability, access control,
confidentidity, integrity, non-repudiation, and avallability. However, thereis currently no
solution that satisfies dl of these requirements. Therefore, a combination of methods will be
used to implement security in the total asset vishility environments. The following list describes
some of the security dterndives:

User ID and password with access control lists — satisfies user 1&A, non-repudiation, and

access control requirements. This dternative includes support for role and organizationd
based access control tied to a managed user login with aunique password. Datalocationis
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trangparent to the user and access is based upon the user’ s pre-defined login profile and
associated data access privileges.

| P address/domain name address filtering — satisfies I& A, access control, and non
repudiation requirements. This security mechanism redtricts client access to a specified
network or server based upon an accepted list of 1P addresses or domain names. This
method is primarily implemented via hardware through a smart router smart hub which filters
access requests to aloca area network (LAN).

D CE-based security — used in adistributed computing environment (DCE), provides & A,
confidentidity, access contral, integrity, and avallability. The Open Group provides
guidance for DCE based security. These security specifications detail areas such as1&A,
file access, and encryption. Some security methods DCE supports include use of public
keys to authenticate login and Kerberos authentication.

Transmisson encryption — satisfies confidentiaity, and integrity requirements. This
mechanism involves the use of a cipher to encrypt a data packet prior to tranamisson across
anetwork and decrypting the packet upon receipt a the other end of the transmission.

Virtud private network - provides confidentiaity, access control, and availability. A
mechanism implemented by creeting an insulated network environment to and from which
accessis drictly controlled. This entails securing dedicated connection lines which are not
connected to commercid network lines and controlling access to these lines at both the
server and dlient levels.

Firewalls'guards — satisfies access control, confidentidity, and integrity requirements. These
mechanisms are implemented by creating a hardware, software, or hardware/software
combination buffer between a LAN and Wide Area Network (WAN) lines or between a
server and itsLAN. Thismethod of security is commonly used between a private
corporate LAN and the commercid Internet. Firewalls/guards can aso be implemented for
low-to- high security environments.

Tokenbased (hardware or software) Public Key Infrastructure (PK1) with client certificates
—satidfies I&A, access control, confidentidity, and nontrepudiation requirements. This
Security mechanism uses a two-key encryption system. For this method, apublic key is
used to encrypt a message to the owner of aprivate key. Decryption of the messageisonly
accomplished by possessing both keys. Keys can be generated by hardware or software.

4.8.3 Security Alternatives

These mechanisms can be combined into severd dternatives. Notethat it is assumed that these
dternaives will be in addition to loca ste security configurations such as firewals and domain
filtering. The sdected dternatives may affect the exigting Site security configurations.
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Alternative 1. Use User ID and passwords with access control list. This aternative is
not secure. When used on the SBU networks that are attached to the Internet, this
dterndtive creates sgnificant risk through password sniffing to the application.

Alternative 2: Use User ID and passwords with access control list. Provide
trangmission encryption through point-to-point encryption or through a mechanism like
Secure Sockets Layer (SSL). Thisdternative is areasonable very near-term dternative
(weeks to implement) for web-based implementations. Products for non-web-based
FTP dients are available, dthough not aswiddy used. A stronger I&A mechanismis
preferable for DoD SBU systems.

Alternative 3: Use aweb-based PKI for 1&A, access control, and confidentidity.
Access can be individua-based, or with the combination of other local security
products, organization or role-based. This dternative meets most of the security
requirements and can be implemented through GCSS-WEB in the near-term (months to
implement). However, it will not address the non-web-based dlients in the near term.

Alternative 4. Use ahardware or software-based general PKI for I& A, access
control, and confidentidity. Access can be individua-based, organization-based, or
role-based. This aternative meets most of the security requirements. 1t will take over
1-2 yearsto implement.

Alternative 5. Use SIPRNET, avirtud private network, for classified information.
Use back-end low-to-high guards for replicating SBU data to the Secret database.
This option does not provide the privacy or community of interest protection required
by JTAV.

Alternative 6. Use SIPRNET with user IDs, passwords, and transmission encryption
(eg., SSL). Use back-end low-to-high guards for replicating SBU data to the Secret
database. This option provides the necessary privacy and community of interest
protection required by JTAV. However, it does not meet the single login requirement
of GCSS.

Alternative 7. Use SIPRNET with a PKI (see options 3 and 4 above). Use back-end
low-to-high guards for replicating SBU data to the Secret database. This option
provides the necessary privacy and community of interest protection required by JTAV.

4.8.4 Security Recommendations

The best near term (next 2-3 months) solution is to implement dternative 2 for sengtive but
unclassfied environments. Alternative 6 is the optima solution for secret environments. The
GCSS-Web certificate authority can be used as the root authority for Web server certificates.
For current JTAV usersthat use traditiond client access instead of web access, evauate impact
of moving to web-based access and move them to the web client unless the impact is negeative.

34



For the short term (next 6-9 months), dternative 3 is the best solution for the SBU web- based
client, dternative 7 is optimal for the secret web-based clients. Thiswill support the GCSS god
of anglelog-in. Traditiond dient/server clients will continue to use dternative 2’ s security
mechanisms.

In the long term (2-4 years), asingle, integrated DoD PKI supporting web and non-web
goplications, HTTP guards, and middleware guards will be the optima solution
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5.0 System Architecture Application and Use
5.1 Technical Architecture

In the context of the C41SR Framework, the technica architecture provides the minima set of
rules that govern the arrangement, interaction, and interdependence of the parts or eements
whose purposeis to ensure that a conformant system satisfies a specified set of requirements.
The technica architecture identifies the services, interfaces, sandards and their rdationships. It
provides the guiddines for implementation of systems upon which engineering specifications are
based, common building blocks are built, and product lines are devel oped.

In accordance with DoD Directive 4630.5, and the 22 August 1996 Memorandum jointly
sgned by the USD (A&T) and ASD (C3l), the JTAV capabilities will be implemented using the
Joint Technicd Architecture (JTA). Though initialy developed for the C4ISR community, the
JTA isevolving to provide the technical capabilities required for al joint operations.
Capabilitiesrequired in the JTAV system architecture that are not currently provided for in the
JTA, will be submitted to the JTA Working Group as combat support technica capability
requirements.

5.2 Specific Configurations

The system architecture specified in this document was intentionally developed to be genericin
nature. Thisdlows maximum flexibility required to support the differences in operationa
parameters and technica capabiilities that may exist a individua sStes. 1t does not soecify the
exact physcd configurations required to support specific stes that will require the JTAV

capabilities.

Figure 5.2-1 shows the process to gpply the generic system architecture to a specific ste
configuration. It requires the following steps.

| dentify Operational Parameters - The operationa parameters required to support users
a the gte mugt beidentified. This mugt, a aminimum, include the data required & the Site
(media (e.g., text, graphics), amount, and frequency) and minimum acceptable user
response time.

| dentify Current Site Configuration- The“as-is’ dte configuration must be
documented. This mugt, a aminimum, include the existing hardware, software, and
communications cgpabilities.

Develop Specific Configuration Alter natives - Usng the system architecture design
dternatives and criteria outlined in Sections 3 and 4, the current Site configuration, and the
JTA, develop possible site configurations. The specific configurations should include the
“to-be’ configuration and resulting migration dternatives based on the availability of proven
products.
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Evaluate Alternatives Against Operational Parameters - The specific configuration
aternatives needs to be evad uated againgt the operationa parametersto seeif they meet the
user requirements. The evaluation mugt aso include the availability of proven products.

Select Specific Configuration - The dternative that best meets the users requirements
should be selected. If multiple aternatives meet the users operationd parameters, then
programmeatic factors like cost and schedule risk should be used as criteria to sdlect the
Specific configuration.

| dentify
Operational
Parameters
- Required Data
- Response Time| Identify
| Current Site

Configuration

- Hardware
- Software
- Communications Develop

L [SpecificDesign
Alternatives

- Use system ar chiteture
rulesand criteria

Evaluate
Alternatives

- Map against Operational Parameters

Select
—»| Specific
Configuration

Figure5.2-1 Specific Configuration Trandation Process

The following example shows a smple gpplication of the process.
A CINC User Site requires access to asset vishility information on the status of a class of
critical munitions supply items. The dataiis available from a Service database thet resides at
aCONUS depot. Thedataisin text format, is 20MB and must be updated every 2 hours.
The acceptable user response time to a query on the status of the asset is5 minutes.

The current ste configurations are shown in Figure 5.2-2.
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CONUS

Depot
ORACLE i HP 9000
DB COE Version 3.0
||
Sun SPARC
JTAV Server JTAV
COE Version 3.0 Database
(ORACLE)
CINC —————————————————————
User Site -
Workstation S A Workstation

Figure5.2-2 Current Site Configurations

The specific design dternatives are shown in Figure 5.2-3. Using the JTAV system
architecture, the best “to-be” solution would include the use of global data access
capabilitiesto directly query the CONUS database, with the data being fused in a JTAV
Server and presented to the user through a Web Based Client.

An evaudion of the dternatives shows that the communications capabilities are not
available to support the “to-be’ solution and meet the user response time. Therefore, a
near-term migration solution is chosen that replicates the data to the CINC Ste, and putsin
place the rest of the “to-be” components. Thisis shown in Figure 5.2-4.
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ORACLE HP 9000
DB COE Version 3.0
CONUS
Depot Router
Router 1]
CINC Replicated Depot
User Site User JTAV Server Database with JTAV

Workstation with Global |2
with Web % Data Access m
Browser Software

View* (ORACLE)

(ORACLE)

*NOTE: To migrate to the “TO-BE”, the 256K line would be upgraded to a T1,
and the JTAV server would query against the CONUS database.

JTAV Database

Figure5.2-4 Selected Architecture Design with Migration Path

The specific configuration highlighted above is chosen and an implementation plan
developed that includes details on the migration to the “to-be” configuration.
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5.3 Implementation Plan

The JTAV System Architecture is an evolutionary product that will be implemented in a phased
gpproach based on operationd requirements, deployment schedules and the availability of DIl
and GCSS compliant capatiilities. The following liststhe first level work breakdown structure
for continued refinement and implementation of the architecture:

Use the system architecture to devel op the specific configuration for the GTN-JTAV
interface;

Develop and fidd GTN-JTAV interface solution;

Develop detailed implementation plan covering dl JTAV capabiilities and data feeds,
Perform cost/benefit andyss and determine fielding schedule;

Deveop and fidd incrementa capabilities;

Revise architecture based on lessons learned and new operationa requirements; and

Deveop technicd infrastructure requirements
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APPENDIX A

Asset Visibility Sour ce Systems And Databases

Acronym System Name

ADAM-III Aerial Port Documentation and Planning System

ADMF Active Duty Master File

AFEMS Air Force Equipment Management System

AFMIS Army Food Management Information System
AMMOLOGS Ammunition Logistics System

AMS Automated Manifest System

APADE Automated Procurement and Data Entry System

ATAC Advanced Traceability and Control System

ATAV Army Total Asset Vishility

ATLASS Asset Tracking Logistics and Supply System

AWRDS Army War Reserve Deployment System

BASS Base Automated Service Store

BCAS Base Contracting Automated System

CAEMS Computer-Aided Embarkation Management System
CAIMS Conventiona Ammunition Inventory Management System
CALM Computer-Aided Air Load Manifesting System

CALM Computer-Aided Air-Loading Manifesting System
CAPS I Consolidated Aeria Port System

CBS-X Continuing Baance System - Expanded

CCSS Commodity Command Standard System

CFM CONUS Freight Management System

CMOS Cargo Movement Operations System

COMPES Contingency Operation/Mobility Planning and Execution System
CRAMSI Consolidated Residual Asset Management Screening Information
DAMMSR Department of the Army Movements Management System - Redesigned
DFAMS Defense Fuel Automated Management System

DISMS Defense Integrated Subsistence Management System
DO35 DO35

DA Direct Support Standard Supply System

DSS Depot Standard System

DTTS Defense Transportation Tracking System

DTTSE Defense Transportation Tracking System - Europe
FOSAMS Fleet Optical Scanning Automated Management System
FSM Food Service Management

GDSS Globa Decision Support System

GTN Global Transportation Network

IRIS Interrogation Requirements Information System

LIF Logistics Intelligence File

LIPS Logistics Information Processing System

MAARS- I Marine Corps Automated Ammunition Requisitioning System |1
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Acronym System Name

MAGTF Marine Air Ground Task Force/Logistics Automated Information System
MANPER-B Manpower and Personnel Module

MDSS-| MAGTF Deployment Support System |1

Micro-SNAP Micro-Shipboard Non-Tactical Automation Program

MUMMS Marine Corps Unified Materiel Management System

MVIS Materiel Vishility System

NADEPVIS Navy Aviation Depot Vishility System

NATDS Navy Automated Transportation Data System

OHMS Ordnance Handling Management System

ORDVIS Ordnance Vishility System

OSC Objective Supply Capability

PASS Personngl Asset Status System

PC-Troop Personal Computer Troop

PRAMS Passenger Reservation and Manifesting System

RCAPSC Remote Consolidated Aeria Port System - Cargo

RCAPS-P Remote Consolidated Aerial Port System - Passenger

SAAS Standard Army Ammunition System

SAILS Standard Army Intermediate L ogistics System

SAMMS Standard Automated Materiel Management System

SARSS Standard Army Retail Supply System

SASSY Supported Activity Supply System

SBSS Standard Base Supply System

SCS Stock Control System

SDS Standard Depot System

SDS Source Data System

SNAP-Supply Shipboard Non-Tactical Automation Program - Supply

STACCS Standard Theater Army Command and Control System

TCACCIS Transportation Coordinator Automated Command and Control Information System
TCACCIS Transportation Coordinator’ s Automated Information and Movement System
TERMS Termina Management On-Line System

TRACZES TRANSCOM Regulating and Command and Control Evacuation System
u2 u2

UADPS-Level-ll  |Uniform Automated Data Processing System -Level 11

UADPS SP Uniform Automated Data Processing System - Stock Points

UD/MIPS Unit Diary/Marine Integration Personnel System

UICP Uniform Inventory Control Paint

ULLS Unit-Level Logistics System

VMSIR Virtual Master Stock Item Record

WPS Worldwide Port System
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APPENDIX B - PROCESS MAPS

Joint Deployment and Sustainment Process Map

Joint Redeployment Process Map

NOTE : The process maps are not attached. They may be viewed in hard copy at the JTAV
Program Office.
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APPENDIX C

Node I dentification and Node Connectivity Diagrams Node I dentification

Thefollowing diagram illustrates an overview of the JTAV system architecture nodes. There are three
general types of nodes: user nodes, data provider nodes, and communication nodes. User nodes are
represented by the CINC Nodes, the EUCOM Node, and the CONUS User Nodes. The JTAV, Defense

M egacenter, Service/Component, Global Data Access Service (GDAS), USTRANSCOM, DAASC, and Army
AIT nodestypify the data provider nodes. The user nodes and data provider nodes communicate using the
third type of node, the communications node, designated by the DISN Node.

Service/
Component
Nodes

Globa
Data Access
Nodes

USTRANSCOM
Node

Defense
Megacenter
Nodes

DISN
NIPRNET /
SIPRNET

Army AIT
Node

Overall Node Connectivity Diagram

Therelationship between nodesisillustrated using two types of diagrams: information flows (IF) and node
connectivity (NC) diagrams. The information flows describe the data access process beginning from the
information return point, i.e., after the query has been processed, the proper data source accessed, and the
requested information compiled. The end point of the information flows are the requesting users. The node
connectivity diagrams, beginning on page C-12, show the interconnection of two particular nodes.
Information flow diagrams may have several node connectivity diagrams that correspond to them. The
corresponding node connectivity diagrams will be listed under each information flow diagram.

Information Flow Diagrams

Figure IF-1 showsthe information flow from alegacy systemto aJTAV user. The datais downloaded from
the legacy system to a shared data resource server. The datais then processed using stored procedures
and passed to the Global Data Access Services (GDAS) node. The GDAS then performsany necessary data
tranglation. Finally, GDAS sends the datato the requesting JTAV server using a COE based API. The
server then transfers the datato the JTAV user.



Legacy Data
Source Vialegacy
Application
Shared Data
Resource Server ViaStored
Procedures

Global Data Acces
Service Provider

ViaApplications
Programming Interface

JTAV User
Site Server Via Client/
Server Interface

y
User
Workstation

FigurelF-1Legacy Datato JTAV User

The following node connectivity diagrams correspond to the Figure | F-1 information flow:
NC-1 Legacy System to Shared Data Resource
NC-3 Shared Data Resource to GDAS or NC-4 Defense Megacenter to GDAS
NC-5 GDASto JTAV User Site
NC-12 JTAV to User

Theinformation flow from alegacy system to a Joint Task Force (JTF) user isshownin Figure IF-2. This
information flow isvery similar to that in Figure IF-1. The main differenceit that instead of the JTAV server
passing the datato the JTF user, the JTAV server periodically downloadsits datato the JTF JTAV server.
The JTF user then queries this database for total asset visibility data.

[ Legacy Data ]

Source Via Legacy

Application

Shared Data |
Resource Server

Via Stored
Procedures

A

Global Data Access A
Service Provider ViaStored

Procedures

[ JTAV
v
Server Dlo?lvnload

Yy
JTFJIJTAV |
Server

[ Via
LAN

\4
JTF User
Workstation

FigurelF-2 Legacy Datato JTF User viaJTAV
The following node connectivity diagrams correspond to the Figure | F-2 information flow:

NC-1 Legacy System to Shared Data Resource
NC-3 Shared Data Resource to GDAS or NC-4 Defense Megacenter to GDAS
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NC-6 GDASto JTAV Server
NC-13 JTAV Server to JTF User

Figure IF-3illustrates the flow from alegacy systemto aJTAV user viathe GDAS. Legacy systems send
requested datato GDAS by using customized stored procedures. The GDAS passes the information to the

JTAV server. The server then passesthe datato the user workstation.

Application

Legacy Data
Source Via Legacy

Global Data Access
Service Provider [

JTAV User
Site Server

ViaApplications
Programming Interface

| viaclient/

A 4

Server Interface

User

[ Workstation

J

FigurelF-3 Legacy Datato JTAV User

The following node connectivity diagrams correspond to the Figure IF-3 information flow:

NC-2 Legacy System to GDAS
NC-5 GDASto JTAV User Site

Asshown in Figure IF-4, requested data is transferred from the legacy system to the GDAS. GDAS passes
the datato the JTAV theater server using stored procedures. The JTAV server then downloads the datato

the JTF JTAV server. The JTF JTAV database can then be queried by JTF users.

Legacy Data
Source Via Legacy
Application

y

Global Data Access .
) . Via Stored
Service Provider Procedures

JTAV
Server

— ] Via
Download

|

JTFJTAV
Server

Via
LAN

Y

|

JTF User
Workstation

FigurelF-4 Legacy Datato JTF User viaJTAV

The following node connectivity diagrams correspond to the Figure I F-4 information flow:
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NC-2 Legacy System to GDAS
NC-6 GDASto JTAV
NC-13JTAV to JTF User

Represented in Figure |F-5 isthe information flow from GTN to JTAV users. GTN interfaceswith the JTAV
server using aGTN specific API. The server then passes the datato the JTAV user workstation.

{ GTN S\/Stem ViaApplications
Programming Interface

{ JTAV Server ]— Viaweb
Intranet

User
Workstation

FigurelF-5 GTN Datato User

The following node connectivity diagrams correspond to the Figure | F-5 information flow:
NC-7 GTN to User

Figure IF-6 portrays the information flow from the GTN system to JTF users. GTN downloads asset
visibility datato aspecial JTAV database. JTAV accesses the special database and downloads information
the JTAV theater database. The JTAV server then downloads the datato the JTF JTAV server. JTF users
access the data directly fromthe JTF JTAV server.

{GTN System }7 _
Via Download

N

| JTAV Theater }

Server Via Download

JTF JTAV
Sarviar ViaLAN

[ JTF User |

Workstation
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FigurelF-6 GTN Datato JTF User
The following node connectivity diagrams correspond to the Figure | F-6 information flow:
NC-8 GTN to JTAV
NC-13 JTAV to JTF User
Figure IF-7 depicts the information flow from the DAAS/LIPS system to JTAV users. DAAS/LIPS uses
stored procedures to send datato the GDAS. Whilein the GDAS process, the dataistranslated from the

form that GDASreceivesit from DAAS/LIPS to the form required by the user. GDAS then transfersthe data
tothe JTAV server that, inturn, sendsit to the requesting user workstation.

DAAS/LIPS
Svstem oot

Global Data Access
Service Provider T viaApplications
Programming Interface

‘ JTAV Server Ji Via Client/Server
Interface

User
Workstation

FigurelF-7 DAAS/LIPS Datato User

The following node connectivity diagrams correspond to the Figure I F-7 information flow:
NC-9 DAASC to GDAS
NC-6 GDASto JTAV
NC-12JTAV to User

DAAS/LIPS sendsrequisition datato JTF usersviaJTAV. Periodically, DAAS/LIPSwill download its data

tothe JTAV theater server. The dataisthen downloaded to the JTF JTAV server where JTF users access
thedata. Figure|F-8 illustratesthe information flow from DAAS/LIPS to JTF users.
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JTAV Theater
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Via Download
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ViaLAN
Server 2

JTF User
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FigurelF-8 DAASLIPSDatato JTF User

The following node connectivity diagrams correspond to the Figure I F-8 information flow:
NC-10 DAASC to JTAV
NC-13JTAV to JTF User

Figure IF-9 shows how a JTF user gets datafrom a component or service data source. The datais
downloaded to the JTAV theater server by the data source. Periodically, the JTAV server downloadsits
datatothe JTF JTAV server. The JTF user then access the dataover aLAN from the JTF server.

{ Data Source

Via Download

JTAVTheater
Server

y
JTF JTAV Server
ViaLAN

y
JTF User
Workstation

Via Download

FigurelF-9 Data Sourceto JTF User
The following node connectivity diagrams correspond to the Figure I F-9 information flow:

NC-11 Data Sourceto JTAV
NC-13 JTAV to JTF User
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The node connectivity diagrams that follow all have the same layout. The node on the lower left hand side
of the diagram (node A) is sending data to the node on the lower right hand side of the diagram (node B).
The center node is the communications link between the two nodes. Next to each nodeisalist of activities

Node Connectivity Diagrams

that the nodeis required to perform for total asset visibility. Inthe upper left hand corner isabox

containing the “information exchange requirements” which is the datathat node A is passing to node B. It
can be assumed that node A is passing information to node B because node B has previously requested the

data. Any type of query, download, or database replication can be considered as a request.
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APPENDIX D

Node Configuration

This appendix contains system configuration diagrams for the total asset visibility nodes. Most of the node
diagrams are a generalization of the technology and applications required at the type of node the diagramis
representing. The exceptionsto thisarethe GTN, DAASC, EUCOM, and AIT nodes. The hardware and
software shown in these node configuration diagrams are the minimum required components to provide the
infrastructure for the total asset visibility system to function. It is assumed that nodes will have various
other hardware and software which may or may not interact with the total asset visibility infrastructure.
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APPENDIX E

Common Operating Environment (COE) Services

Shared Data Environment (SHADE)

JTAV will be SHADE compliant where technically appropriate and feasible. The SHADE architecture
provides key componentsto support Global Data Accessfor JTAV and other users. SHADE' S Global Data
Access components include: DOD Data Dictionary; a Registration and Subscription database which
identifies DOD’ s databases, locations, and network 1Ds; a set of mediation, transformation, and migration
tools; and the guidance to create and use these services. These SHADE components should be used as
centrally maintained globally accessible services, and they should only be replicated when needed for
security or performance issues.

Directory servicesisthe key service which makes Global Data Access work, and akey component of the
SHADE Directory servicesisits Registration and Subscription database which maintains aregistry for all of
DOD’sdata. Thisdatabasewill act asthe highest entry level for finding datawithin DOD. Directory
serviceswill be built upon the DIl COE directory services components that will link and synchronize
directories and directory services across the DOD enterprise.

SHADE iscurrently building arepository for storing all DOD COE/SHADE compliant data segments. The
repository will include the metadata needed to search for and find segments as well as the metadata needed
to use the segment. Also provided by SHADE isaccess control services which provide information on
user/role/group based data access rights. Finally, SHADE provides and sponsors into the COE data access
toolsthat provide data from the identified data sources according to the rights attributed to the user.

Near Term SHADE Components

The Data Dictionary is already available in the form of the DISA DOD Data Dictionary System, which
describes the DOD standard data elements. Additionally, the DDDS is supported with a Defense Data
Model (DDM), which provides ahigh level logical model of the DOD Data Standards. Several data access
tools are already being segmented and proposed for COE compliance. They include: Global Data
Management Services (GDMS), BrioQuery, OmniReplicator, and VirtualDB. Data Access tools currently in
prototypeinclude: Maria, aDARPA sponsored active-agent object-oriented, Web-based tool; the DARPA
data server, an object-based Shared Data Server; and Data A ccess prototype, a SHADE sponsored DDDS
dictionary-based access tool.

SHADE data architecture classifies segments into three groups: 1) the DBMS engine (an application); 2) the
database (apreliminary lay down of the data structure), and 3) the data, (providesfill for the database).
SHADE compliant databases will consist of at |east one instance of these segments, but may be made of
multiple database and data segments to fully build a database.

Data Architecture
Database Segments mipee
Common Data Segments

Data Access Segments
Reference Data Sets/Segments

Figure 1 SHADE Data Architecture



Hardware Architecture
Data Segment(s) ﬂ
Database Segment(s)

DBM S Segment
COE Kernd
Operating System
Hardwar e Platform

Figure 2 SHADE Hardwar e Ar chitecture

Future SHADE Components

Components currently under design and development include the directory services database, access
control database and services, and additional accesstools are constantly being identified and proposed.

Additionally, the SHADE architecture recommends building a series of Shared Data Servers (SDS), and Joint
Shared Servers (JSS) which look very much like the JTAV theater deployed and CONUS servers. JTAV,
therefore, coincides with the latest COE/SHADE thinking for sharing data across functions and communities
of interests.

SHADE Server Architecture

Shared Data Servers Data Access
JOPES, GSORTS, Services

NEO, MIDB, etc,

N/SIPRNET

Figure 3 Future SHADE Components
SHADE Data Access

SHADE will identify arange of COE-compliant data access mechanisms that can interpret requests to
retrieve/update/create/del ete data, execute the requested function, and provide status information (and data
in most cases) to the user.

In those cases where aretrieval request requires data from multiple databases and presentation of that data
in aform other than that stored, SHADE sanctioned mediation software will provide location, translation and
aggregation services asrequired. The primary function of these mediators will be to consolidate views of
data across functional areas. This processwill include accessing metadata contained in the JTAV data
dictionary and the DOD Data Dictionary System (DDDS) in order to obtain the locations, business rules and
mapping/matching criteria required to access data.



The Data Directory Service (DDS), the JTAV instance of SHADE's Metadata Server, will provide the
information on the location of required data. Thisincludesinformation on the site, database and data
elements corresponding to the elements specified in the user request. Thisinformation will then be used by
the Data Access Service (DAS), the JTAV instance of SHADE's Data Access Server, to route requests to
retrieve, update, create or delete datato the appropriate data stores. More than one DDS can be configured
but each provides comprehensive directory information. The API used to request data directory services
will be standard.

DASisprovided by aseries of COE/SHADE standard Application Program Interfaces (API) supporting data
retrieval, update, creation and del etion functions, data translation functions, and data aggregation

functions. This API will be compliant with those data access functions defined in the SQL standard, FIPS
127-2.

The DAS retrieves/updates legacy data via stored procedures and/or other data access processes as
required. Stored procedures are typically devel oped by the functional organization responsible for
managing and providing legacy data as a shared dataresource. The DAS provides a COE/SHADE standard
API to pass dataretrieval, update, creation, deletion, and translation requests to these stored procedures
and to accept the stored procedures' response to the data access request. The DAS may also provide data
aggregation services from multiple stored procedures to satisfy an applications retrieval request that is
processed across multiple databases.

Thetools required to facilitate DASwill include SHADE Metadata Server functionality such as data
directory service tools, and data management tools as well as SHADE Data Access Server functionality
such as data replication service tools, repository service tools and application devel opment tools.

Datadirectory service toolswill provide the capability to manage the information on site, database and data
elements corresponding to the elements specified in user requests. SHADE Data management tools will be
used to govern repository dataincluding the common view of data, mappings from legacy datato the
common view, data models, schema, and access control profiles. COE-compliant Data replication products
will provide the capahility to replicate shared data resources including both horizontal and vertical
fragmentation. Functions supported include monitoring data access frequency, automated replication when
requested, and updating the data directory to reflect changes to database location and fragmentation.
Repository servicetoolswill provide the capability to support storage and management of the data
dictionary, datadirectory, data mappings from legacy to common view of data and data modelsin the
SHADE. Therepository is used to provide directory, data dictionary and metadata information to
developers, designers and enterprise engineers. Application Development toolswill also provide links
required to access datawithin legacy systems.

SHADE Data Access Control

COE/SHADE currently provides some of mechanisms required to control data access consistent with DOD
policy. Future versions of the COE/SHADE will provide greater capability. The JTAV Data Access Control
Service (DACS) implements DOD security policy in to two different processing environments. Thefirstis
an environment where datais at most sensitive but unclassified while the second is a classified environment
operated in asystem high mode. The DACSis part of the DAS and supports ad hoc queries for data across
the JTAV shared data environment (i.e., JTAV subset of the SHADE). This requirement makes conventional
data access authorization by individual very difficult. Users may not be aware of the specific databases
from which they may want to retrieve data and the number of usersthat potentially want datafrom a

particul ar database increases dramatically. The JTAV data access control procedure strivesto reduce the
administrative burden on the database administrator while still maintaining overall unique identification of
datarequesters.



